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Kapitel 1: Worum handelt es sich bei diesem Dokument und wie kann es verwendet werden?

Kapitel 1
Worum handelt es sich bei diesem Dokument und wie kann es verwendet werden?

Stefan E. Huber

Der Untertitel dieses Dokuments ist durchaus treffend: in erster Linie handelt es sich dabei um eine
Sammlung von Aufgaben zum Uben; zum Selbst-Uben, zum Uben in der Lern- oder Kleingruppe (2-5
Personen), zum Uben in mittelgroRen Gruppen (6-50 Personen), etwa in priifungsimmanenten
Lehrveranstaltungen, im Idealfall auch zum Uben in GroBgruppen (> 50 Personen), etwa zur Begleitung
oder Vertiefung einer Vorlesung. Warum? Weil Uben sowohl fiir die Konsolidierung als auch die

Verfeinerung von Wissen von grundlegender Bedeutung ist (Roelle & Richter, 2025).

Das gemeinsame Ziel der in diesem Dokument gesammelten Ubungen ist deshalb sowohl die
Ubung von der als auch die Einiibung in die Anwendung grundlegender statistischer Verfahren mittels
geeigneter Software am Computer. Insbesondere sollte die Beschaftigung mit den Ubungen Ubende

dazu befahigen,

geeignete, grundlegende statistische Verfahren fir gegebene psychologische

Fragestellungen auszuwabhlen,

e die behandelten statistischen Verfahren auf gegebene Datensétze mittels geeigneter
Computerprogramme anzuwenden,

o die Ergebnisse der Anwendung statistischer Verfahren auf gegebene Datensétze einer
gegebenen Fragestellung angemessen zu berichten und (u.a. mittels passender
Grafiken) darzustellen,

e sowie verschiedene statistische Verfahren hinsichtlich ihrer Limitationen und ihrer

Eignung fur bestimmte Fragestellungen zu vergleichen.

Ferner handelt es sich bei diesem Dokument aber auch um Lernmaterial, das als Grundlage fur
Lehrveranstaltungen wie die ,,Anwendung statistischer Verfahren am Computer (semestral im
Entstehungszeitraum dieses Dokuments an der Universitit Graz angeboten und u.a. dort vom Verfasser

abgehalten) dienen konnen soll. Besagte Lehrveranstaltung war im Entstehungszeitraum dieses
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Dokuments als begleitende bzw. anwendungsvertiefende Ubung zu den (ebenfalls an der Universitit
Graz angebotenen) Vorlesungen ,Psychologische Statistik 1 & 2“ konzipiert und sollte
Datenmanagement und statistische Datenanalyse anhand der Statistiksoftware SPSS illustrieren und
demonstrieren. In Abstimmung mit den Vorlesungsinhalten sollten dabei grundlegende statistische
Verfahren wie Punkt- und Intervallschdtzungen von Populationsmittelwerten, Vergleich zweier und
mehrerer abh&ngiger und unabhéngiger Stichproben, oder Regressionsverfahren behandelt werden.
Studierende sollten zudem in die Berichterstellung statistischer Ergebnisse nach den Richtlinien der

American Psychological Association (APA) eingefihrt werden.

Um der Mdglichkeit der Verwendung dieses Dokuments als Lernmaterial fiir eine solche
Lehrveranstaltung gerecht werden zu konnen, wird daher in diesem Dokument einerseits ein grofies
Gewicht auf die inhaltliche Nahe zu den genannten Vorlesungen und andererseits auf den
Ubungscharakter der Lehrveranstaltung ,,Anwendung statistischer Verfahren am Computer gelegt.
Konkret bedeutet dies, dass Vorlesungsinhalte anhand einer Vielzahl von Ubungsbeispielen illustriert
werden. Dies soll insbesondere die Konsolidierung von Wissen aus der VVorlesung fordern, gleichzeitig
aber auch Raum fiir Transferleistungen vom Abstrakten zum Konkreten und vice versa, sowie fur
anschlieende Reflexionsprozesse (Elvira et al., 2017) als Grundlage zur Entwicklung statistischer

Expertise schaffen.

Die Ubungsbeispiele konnen gréRtenteils mit der Statistiksoftware SPSS ausgearbeitet werden
(aber eine Beschrankung auf diese Software ist gleichzeitig keinesfalls notwendig). Fur manche
Ubungsbeispiele werden auch andere geeignete Computerprogramme verwendet (z.B. die Software
G*Power zum Zweck der Stichprobenumfangsplanung). Da auch das Erlernen eines grundlegenden
Umgangs mit diesen Programmen zum Inhalt der Lehrveranstaltung ,,Anwendung statistischer
Verfahren am Computer* gehort, werden wiederum anhand praktischer Beispiele Schritt-fur-Schritt-
Anleitungen angeboten, die ein Erlernen dieses Umgangs einerseits erst erméglichen und in weiterer

Folge durch wiederholtes Uben fordern sollen.
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Aufbau des Lernmaterials

Das gesamte Lernmaterial, das in diesem Dokument gesammelt vorliegt, ist in einzelne Kapitel
unterteilt, die jeweils einen bestimmten Themenkomplex (oder mehrere kleinere Themenbereiche)
grundlegender statistischer Datenanalyse behandeln. Kapitel 2 gibt beispielsweise eine knappe
Einfihrung in die Verwendung und den Aufbau der Software SPSS, sowie die Dateneingabe bzw. das
Einlesen externer Dateiformate. Dieser Einfuhrung in die Software wird etwas mehr Platz bzw. Detail
eingeraumt, da gerade die Bedienung einer neuen Software anfangs eine Hiirde darstellen kann, die sich
erfahrungsgemal &ulerst negativ auf die Lernmotivation auswirken kann. Ein Ziel dieses Kapitels ist
bzw. war es u.a. auch Studierenden der Universitat Graz zu ermdglichen, die Software SPSS von zu
Hause aus verwenden und erproben zu konnen, ohne diese gleich k&uflich erwerben zu mussen. Kapitel
3 widmet sich anschlieBend dem Datenmanagement bereits vorhandener Datensatze (z.B. dem
Umkodieren von Variablen oder der Erzeugung neuer Variablen aus bereits vorhandenen) sowie der
Ermittlung und Darstellung tblicher deskriptiver Statistiken mittels Tabellen, MaRzahlen (Modalwert,

Median, Mittelwert, Varianz, Standardabweichung), und grafischen Darstellungsformen.

Kapitel 4 befasst sich erstmals mit inferenzstatistischen Inhalten am Beispiel von Punkt- und
Intervallschatzungen des Populationsmittelwerts sowie ungerichteten und gerichteten Hypothesen Uber
den Populationsmittelwert auf der Grundlage einer einfachen Zufallsstichprobe einer normalverteilten
Zufallsvariable. Diese grundlegenden Verfahren werden dann in Kapitel 5 zu den entsprechenden
Analysen fur Mittelwertsunterschiede zwischen zwei abhdngigen und unabhédngigen Stichproben
weiterentwickelt. Bis hierhin entsprechen die Inhalte der oben erwéhnten Vorlesung ,,Psychologische
Statistik 1. Das heifit ab Kapitel 6 werden Inhalte des zweiten Teils der erwdhnten Vorlesung in
Ubungsbeispielen illustriert. In den Kapiteln 6-8 werden Varianzanalysen behandelt. Kapitel 9-12

befassen sich schlieBlich mit Regressionsanalysen.

In den meisten Kapiteln fuhren nach einer Wiederholung wesentlicher theoretischer
Grundkonzepte einige vollstandig ausgearbeitete Ubungsbeispiele durch die jeweiligen Lerninhalte.
Dabei wird darauf Wert gelegt, dass die Anwendung des jeweiligen Verfahrens Schritt-flr-Schritt
erlautert und beschrieben wird. Der Detailgrad der Ausarbeitungen soll den Transfer auf andere

Fragestellungen, die prinzipiell mit denselben Verfahren beantwortet werden kénnen, erleichtern. Um
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diesen Transfer erproben bzw. einliben zu kénnen, wird am Ende jedes Kapitels eine Reihe weiterer
Ubungsaufgaben angeboten, die jedenfalls mit den Inhalten der ausgearbeiteten Beispiele des jeweiligen

oder der vorhergehenden Kapitel selbstandig ldsbar sein sollten.

Mithilfe dieses Dokuments sollte es also prinzipiell mdglich sein, sich die Anwendung
grundlegender statistischer Verfahren am Computer (mittels SPSS) selbst anzueignen. Wie bereits oben
erwéhnt, soll sich aber das Dokument auch als Grundlage fiir die Lehrveranstaltung ,,Anwendung
statistischer Verfahren“ der Universitdt Graz eignen konnen (jedenfalls in der Form, in welcher diese
Lehrveranstaltung in den Jahren 2023-2026 Ublicherweise abgehalten wurde). Zur Verwendung fur
diese oder hinreichend &hnliche Lehrveranstaltungen seien mir hier noch einige einfiihrende

Anmerkungen gestattet.

Verwendung des Dokuments fiir die Lehrveranstaltung ,,Anwendung statistischer Verfahren am
Computer*

Fur die Verwendung dieses Dokuments als Grundlage flr besagte Lehrveranstaltung empfiehlt
sich aufgrund des Aufbaus der einzelnen Kapitel die didaktische Methode des sogenannten umgekehrten
Klassenzimmers. Die einzelnen Kapitel sind so gestaltet, dass die vollstandig ausgearbeiteten Inhalte in
etwa 1-2 Stunden konzentrierten Studiums selbsténdig erarbeitet werden kénnen. Als Lehrender wiirde
ich daher Studierenden die Ausarbeitung jeweils eines Kapitels pro Woche bis zur néachsten
Présenzeinheit empfehlen und die erste Halfte der folgenden Présenzeinheit fir die gemeinsame
Nachbesprechung bzw. ein ,Ins-Geddchtnis-Rufen der Inhalte und Klarung von Fragen und
Unklarheiten nutzen. Die zweite Halfte wirde ich zur Festigung des Lernmaterials mithilfe der am Ende
jeden Kapitels zur Verfiigung stehenden Ubungsbeispiele nutzen. Fiir diese Ubungsbeispiele konnen zur
Vorbereitung der Lehrveranstaltung von den Lehrenden Musterlésungen ausgearbeitet werden (in einem
Alternativmodus zur Durchfuhrung der Lehrveranstaltung, der am Ende dieses Kapitels kurz erlautert
wird, werden solche Musterlésungen auch von Studierenden zur Vorbereitung auf die jeweilige

Présenzeinheit erarbeitet).

Der Vergleich der von den Studierenden in den Présenzeinheiten erarbeiteten Losungen mit

diesen Musterlgsungen erlaubt dann eine direkte Ruckmeldung sowohl fiir Studierende als auch
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Lehrende dahingehend, wo noch Unklarheiten bzw. Nachholbedarf an zusétzlichen Erlauterungen oder
Illustrationen des Lernmaterials besteht. Fir Studierende ist diese Riickmeldung durch direkten Versuch
der Anwendung der jeweiligen Verfahren auf konkrete Inhalte in der Présenzeinheit niitzlich, um
beurteilen zu kdénnen, wie gut sie sich das Lernmaterial des jeweiligen Kapitels bereits im Selbststudium
aneignen konnten und wo noch Schwierigkeiten hinsichtlich des Transfers auf andere
Datenanalysekontexte (wie sie durch die Ubungsbeispiele reprasentiert werden) bestehen. Die
Studierenden kénnen also im Idealfall durch die Ubungsbeispiele in jeder Prasenzeinheit beurteilen, wo
sie mit ihrem Verstdndnis des Lernmaterials aktuell stehen und im Bedarfsfall die wdchentlich

aufgebrachte Lernzeit oder Intensitét des Studiums fiir die Lehrveranstaltung adjustieren.

Fur Lehrende sind die erhaltenen Rickmeldungen nitzlich um beurteilen zu kénnen, wo noch
Unterstitzungsbedarf fiir die Bildung eines grundlegenden Verstandnisses des Lernmaterials besteht.
Lehrenden bietet das gemeinsame Bearbeiten der Ubungsbeispiele also im Idealfall ein
Beurteilungsinstrument, um Verstandnisschwierigkeiten zeitnah entgegenwirken und die Gestaltung der

Lehrveranstaltung dynamisch anpassen zu kdnnen.

Verwendung der Ubungsbeispiele

Bei einer angenommenen Dauer von 1,5 Stunden fur die wochentlichen Prasenzeinheiten wird
es nur in Ausnahmefillen moglich sein, alle Ubungsbeispiele eines bestimmten Kapitels in der
Présenzeinheit mit den Studierenden durchzuarbeiten. Hier bietet es sich an, vorab eine didaktisch
uberlegte Auswahl vorzunehmen, die aber auf Basis der Riuckmeldungen in den Prasenzeinheiten
dynamisch auf akute Bediirfnisse abgestimmt werden kann. Ubungsbeispiele, die nicht gemeinsam
bearbeitet und besprochen werden, kdnnen von den Studierenden zur weiteren Vertiefung, aber

insbesondere auch zur Klausurvorbereitung (siehe unten) genutzt werden.

Fur die Bearbeitung der Ubungsbeispiele in den Prasenzeinheiten wird die Ausarbeitung in
Kleingruppen von etwa 3-4 Personen empfohlen. Dies erlaubt anfangs leistungsschwéacheren
Studierenden sich an leistungsstarkeren zu orientieren bzw. von diesen Unterstiitzung zu erhalten,
leistungsstérkere  Studierende haben zudem den Bonus durch die Unterstiitzung anfangs

leistungsschwécherer Studierender das Lernmaterial zusatzlich zu festigen (es gibt kaum eine bessere
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Methode Lerninhalte selbst zu verinnerlichen als den wiederholten Versuch die Lerninhalte anderen
begreiflich zu machen; siehe auch sog. Lernen durch Lehren bei Duran, 2017; interessanterweise
funktioniert der Ansatz auch hervorragend ohne Gegeniiber, siehe z.B. Lachner et al., 2022). Uber die

Zeit kbnnen so anfangliche Verstandnisunterschiede in den Kleingruppen ausgeglichen werden.

Einem etwaigen ,, Trittbrettfahren* in der Gruppe kann dadurch entgegengewirkt werden, dass
die Gruppen dazu aufgefordert werden, dass fur die gemeinsame Bearbeitung jedes neuen
Ubungsbeispiels jeweils ein:e andere:r Studierende:r hauptverantwortlich ist (d.h. die nétigen Schritte
am PC durchfiihrt, den Ergebnisbericht schreibt etc.) und die anderen Studierenden unterstiitzend bzw.
beratend zur Seite stehen. Auch der Lerneffekt durch kritisches Beobachten und aufmerksames
»Ausschauhalten“ nach Fehlern und Irrtiimern wie sie grundsitzlich im Laufe jeder Datenanalyse immer
wieder passieren, kann kaum Uberschétzt werden. Ein besonders wichtiges Lernziel im Rahmen
statistischer Datenanalyse sollte gerade sein, fur moglichst viele Arten mdglicher Denkfehler und
Irrtimer eine Sensibilitdt zu entwickeln und zu scharfen, die es schlieBlich erlaubt, praktische Strategien
zu entwickeln, wie solche Fehler dann in eigenen Datenanalysesituationen verlasslich und

verhaltnisméaBig rasch erkannt und korrigiert werden kénnen.

Gerade flr einen Kkonstruktiven, lehrreichen Umgang mit Fehlern (Metcalfe, 2017),
Missverstandnissen und Irrtimern, d.h. fir eine in der Praxis nitzliche Fehlerkultur, ist es meines
Erachtens fiir die Lehrveranstaltung unerlésslich, dass die Bearbeitung der Ubungsbeispiele in den
Prasenzeinheiten lediglich der Festigung, dem Uben und dem Ausprobieren der Anwendung
statistischer Verfahren gilt und als solche Tatigkeit selbst nicht — etwa zum Zwecke der Notenvergabe
— bewertet wird. Die Prasenzeinheiten sollen Lernrdume sein, in denen Fehler gemacht, wenn nicht sogar
herausgefordert werden sollen (Metcalfe, 2017), um ihnen dann konstruktiv begegnen zu kdnnen; d.h.
Fehler nutzen zu kénnen, um von ihnen und durch sie zu lernen, um letztlich dafur Sorge zu tragen, die

Wahrscheinlichkeit fir Fehler in Situationen, in denen es ,,wirklich darauf ankommt®, zu minimieren.

Zu erlernen wie statistische Verfahren anzuwenden sind, heit auch herausfinden, was
vermieden werden sollte, was lieber zu oft als zu selten Uberpriift werden sollte, und welche

Limitationen grundsétzlich mit den (eigenen) Auswertungen einhergehen. Das heift auch, die
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Sicherheit, mit der gewisse Aussagen getroffen werden kdnnen, verniinftig einschétzen zu kénnen (eine

Fahigkeit, die in der statistischen Datenanalyse in der Tat eine sehr konkrete Bedeutung bekommt).

Auch Negativbeispiele, z.B. von Ergebnisberichten, kénnen dann gleich in der Présenzeinheit
konstruktiv genutzt werden, um im Plenum auf typische Fehler hinzuweisen bzw. Studierende fir diese
zu sensibilisieren, sowie Strategien zu erarbeiten wie diese Fehler erkannt, vermieden oder korrigiert
werden kénnen. Wenn also erste Versuche selbst Ergebnisberichte zu verfassen, noch keine Texte
hervorbringen, die man gerne — mit dem eigenen Namen versehen — mit der breiten Offentlichkeit wiirde
teilen wollen, ist das kein Problem, sondern ganz im Gegenteil eine Gelegenheit, die das Lernen und

Uben uberhaupt erst erméglicht.

Das gemeinsame Probieren und Uben in den Prasenzeinheiten soll eben gerade jenen groRen
Vorteil bieten, dass typische Missverstandnisse und Irrtimer von allen Teilnehmenden erlebt und ein
konstruktiver Umgang mit ihnen erlernt und gelbt werden kann. Die Bewertungsfreiheit der
Présenzeinheit muss dahingehend aber gewahrleisten, dass Fehler passieren diirfen und zum Zwecke
des Lernens sogar passieren sollen, und keineswegs als stigmatisierend erlebt werden sollten. Darauf
hat insbesondere die Lehrperson aktiv zu achten und eine wohlwollende, konstruktive Fehlerkultur
sowohl im Umgang mit anderen als auch mit sich selbst zu exemplifizieren. Im Idealfall kann jeder
Fehler in den Prasenzeinheiten fir alle Teilnehmenden zu einem Fehler werden, der im Ernstfall — etwa

in einer Klausur — nicht mehr passieren muss.

Der Vergleich der von den Kleingruppen erarbeiteten Losungen fir die Ubungsbeispiele mit
von den Lehrenden bereitgestellten Musterlésungen erlaubt den Studierenden zudem Lernen durch
selbststandiges Beurteilen der eigens erarbeiteten Losungen oder der Ldsungen, die von anderen
Kleingruppen erarbeitet wurden. Insbesondere der Vergleich mit den Losungen anderer Kleingruppen
kann fiir alternative Lésungswege oder weniger passende Formulierungen von Ergebnisberichten etc.
sensibilisieren und damit die Reflexion (und dadurch die Aneignung) des Lernmaterials fordern. Die
Vergabe von Punkten (nicht durch die Lehrperson, sondern durch die Studierenden selbst) kann zudem
einen Vergleich der Kleingruppen untereinander ermdglichen, der etwa mittels einer wochentlich

aktualisierten Rangliste (Engl.: Leaderboard) riickgemeldet werden kann (wobei eine solche Form der
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,Gamifizierung™ aber auch keinesfalls nétig ist). Diese Punkte kdnnen dann zum einen als weiterer
Ruckmeldeprozess dienen, der anzeigt, wo Studierende mit ihrem Verstandnis der Inhalte relativ zu
anderen Studierenden stehen. Zum anderen kann sich dieses relative und wochentlich aktualisierte
Punktesystem, jedenfalls sofern dieses klar vom Beurteilungsschema fiir die Lehrveranstaltung, aus dem
sich individuelle Noten ableiten, getrennt bleibt, durchaus motivational positiv auswirken. Im Idealfall
wird jede Présenzeinheit ein spielerisches Erlebnis, bei dem die Kleingruppen versuchen, durch
Anwendung ihrer statistischen Kenntnisse mdoglichst viele Punkte zu ergattern. Wenn die
Ubungsbeispiele das Lernmaterial hinreichend abdecken, bedeutet eine hohe Punktzahl auch ein
entsprechend hohes Verstandnis, zumindest innerhalb der Kleingruppe, und stellt damit ein geeignetes
Ruckmeldeinstrument fur Studierende und Lehrende dar, und kann und soll daher auch als solches

genutzt werden.

Beurteilung: Haustibungen und Abschlussklausur

Um die Prasenzeinheiten als Lern-, Probier- und Spielraum zu gewahrleisten, wird ferner
empfohlen, zur im Rahmen einer priifungsimmanenten Lehrveranstaltung notwendigen Beurteilung der
individuellen Leistung die wochentliche Vorbereitung auf die Prasenzeinheiten und das gemeinsame
Uben in den Prasenzeinheiten um mehrere Hausiibungen und wenigstens eine Abschlussklausur zu
erganzen. Zur Beurteilung der individuellen Leistung werden dann ausschliefflich die Leistungen bei
diesen Haustbungen und der Abschlussklausur herangezogen. Im Gegensatz zu den gemeinsamen
Ubungen in den Préasenzeinheiten sind diese dann klarerweise auch individuell zu erbringen und zu

bewerten.

In einem Alternativmodus der Abhaltung der Prasenzeinheiten (siehe auch die detailliertere
Beschreibung am Ende dieses Kapitels) demonstrieren die Studierenden selbst wochentlich ihre eigens
in der Vorbereitung erarbeiteten Losungen zu den Ubungsaufgaben. D.h. dieser Modus setzt vermehrt
auf das Konzept des Lernens durch Lehren (Duran, 2017). Da in diesem Modus allerdings deutlich mehr
Leistung auBerhalb der Prasenziibungen lber das Semester hinweg erbracht werden muss, kann in
diesem Alternativmodus auch auf die Hauslibungen verzichtet werden. Bei der Vorbereitung auf jede

Prasenzeinheit handelt es sich dann ohnehin bereits jeweils um regelmélige Hauslbungen. Fir die
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Beurteilung der individuellen Leistungen zu Semesterende kann die Abschlussklausur in diesem Fall

auch auf zwei Klausuren — eine zu Semestermitte, eine wie gehabt zu Semesterende — aufgeteilt werden.

Fur den Modus mit beurteilten Haustibungen werden vier Hausiibungen empfohlen, die relativ
gleichmaRig Gber den Zeitraum der Lehrveranstaltung bzw. das Lernmaterial verteilt werden sollten.
Das heif3t, dass im Rahmen der Haustibungen jeweils ein etwas umfangreicheres Stoffgebiet als fiir die
wdchentliche Vorbereitung auf die Présenzeinheit zu bearbeiten ist. Dabei sollte es sich in etwa um den
Lernstoff von etwa 3-4 Prasenzeinheiten handeln (mit Ausnahme der ersten Hausubung, siehe unten).
Die Haustbungen sollten den vollstindig ausgearbeiteten sowie gemeinsam erarbeiteten
Ubungsbeispielen aus den Prasenzeinheiten insofern ahneln, als dass eine selbstandige Losung der
Hausiibungsbeispiele auf der Grundlage der durch die Ubungsbeispiele gelernten Inhalte jedenfalls gut
mdoglich sein sollte. D.h. konkret, wer sich jeweils auf die Prasenzeinheiten regelmaRig vorbereitet und
in diesen aktiv mitgewirkt hat, sollte sich bei den Hausubungen keinesfalls vor unlésbare Aufgaben
gestellt sehen, sondern im Idealfall Gelegenheiten vorfinden, bei denen das eigene Wissen und Koénnen
individuell zur Anwendung gebracht und demonstriert, und dadurch Selbstwirksamkeit erlebt werden

kann.

Davon sollte sich prinzipiell auch die Abschlussklausur nicht unterscheiden. Auch diese sollte
aus mehreren konkreten Beispielen bestehen, die durch die Aneignung des Lernmaterials individuell
und selbsténdig zu lésen sein sollten. Das heilst wiederum, dass es sich bei der Abschlussklausur im
Idealfall um eine Gelegenheit handelt, um zu zeigen, dass man das, was man in den Prasenzeinheiten in
der Kleingruppe und bei den Haustibungen individuell, nun auch selbstandig und individuell fir den

gesamten Lernstoff der Lehrveranstaltung umsetzen kann.

In engem Zusammenhang mit der Abschlussklausur offenbaren sich dann auch einige weitere
Vorteile des regelmaBigen, gemeinsamen Ubens von Ubungsaufgaben inklusive des gemeinsamen
Bewertens erarbeiteter Losungen. Erstens sind mit den zahlreichen unterschiedlichen Ubungsaufgaben
die unterschiedlichen Formate an mdglichen Beispielen — sowohl fiir Hauslibungen als auch die
Abschlussklausur — bekannt. Bei diesen Formaten handelt es sich zum Teil um geschlossene oder offene

Fragen, die hauptsdchlich auf das Verstdndnis oder auch das Einpragen einer statistischen ,,Grammatik*
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abzielen. Wie jeder Fachbereich hat auch die Statistik eine eigene, wenn nicht gar recht eigentiimliche
Sprache. Ohne jede Einlibung in diese bleibt es oft lange schwierig sich in der Statistik zurechtzufinden.
Auch gut gemeinte Hilfsangebote (von natlrlicher wie auch kinstlicher Intelligenz) bleiben dann haufig
weit hinter ihrer Intention zurtick, wenn ein grundlegendes Sprachverstandnis fehlt. Wenn mir jemand
den Weg auf Portugiesisch erklart, wird mir nicht viel geholfen sein, sofern ich Portugiesisch nicht auch
verstehen kann. Zudem bieten Aufgaben dieses Typs als Form einer Abrufiibung (Heitmann et al., 2018,
2022) den Vorteil der leichten Implementierbarkeit, fihren zu deutlich besseren Ergebnissen fur die
Wissenskonsolidierung als das erneute Durchsehen oder Durcharbeiten des Lernmaterials (Adesope et
al., 2017; Roediger & Karpicke, 2006; Roelle & Berthold, 2017), und férdern die Wirksamkeit von
Transferaufgaben, bei welchen die durch die Abrufiibung konsolidierten Inhalte verwendet werden

missen (Pan & Rickard, 2018).

Ein weiteres typisches Format ist das VVorgeben einer Fragestellung und eines Datensatzes mit
der Aufforderung, die (statistische) Fragestellung zu erhellen und einen entsprechenden Ergebnisbericht
zu erstellen. Dabei handelt es sich vermutlich um den klassischen Fall eines Ubungsbeispiels fiir die
Anwendung statistischer Verfahren. Er entspricht auch einer recht haufigen Situation, wenn man es
selbst in der wissenschaftlichen Praxis mit statistischer Datenanalyse zu tun hat. Das regelméaRige Uben
dieses Aufgabenformats in Vorbereitung auf und wahrend der Prasenzeinheiten stellt eine Realisierung
des sukzessiven Wiederlernens (Bahrick, 1979) dar, das gegeniiber herkémmlichen Lehr- und
Lernmethoden den Vorteil bietet, dass Inhalte wiederholt gemeistert werden mdissen. Gerade in
Hochschulkontexten ist es hdufig der Fall, dass Inhalte, nachdem sie in der Lehrveranstaltung von
Lehrenden behandelt wurden, von Studierenden erst kurz vor Priifungen oder Klausuren erneut
behandelt werden. Ganz im Gegensatz zum sukzessiven Wiederlernen werden Lerninhalte in diesem
Fall kein einziges Mal tiberhaupt gemeistert (Rawson & Dunlosky, 2022). Sukzessives Wiederlernen
scheint demgegeniiber massive Vorteile in Bezug auf die langfristige Behaltensleistung erbringen zu

kdnnen (Higham et al., 2022; Rawson et al., 2013; Rawson & Dunlosky, 2011).

Ein weiteres und recht praxisnahes Aufgabenformat besteht darin, dass man eine statistische
Analyse mit oder ohne Ergebnisbericht bereits vorliegen hat und diese bzw. den Ergebnisbericht nun

Uberprifen soll (etwa weil man ganz nach dem — sehr niitzlichen — Prinzip ,,Vier Augen sehen mehr als
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zwei® die Arbeit eines:einer Kollegen:in tiberpriifen darf oder vielleicht auch blo Haustibungen in einer
entsprechenden Lehrveranstaltung korrigieren soll). Auch dieses Format wird man hier in

entsprechenden Ubungsbeispielen wieder finden.

SchlieBlich wird auch das Einiiben in das Schreiben von Ergebnisberichten didaktisch
stellenweise intensiviert bzw. fokussiert, indem die Ausgabe einer bestimmten Analyse vorgegeben wird
und ,,nur* noch der Ergebnisbericht zu erstellen ist. Didaktisch kann es durchaus sinnvoll sein, einzelne
Teilaspekte zusammengesetzter Tatigkeiten flir sich genommen zu (iben, und dann, wenn die einzelnen
Handlungen gut gefestigt sind, wieder zu einem Ganzen zusammenzusetzen. Dementsprechend wird es
auch Ubungsbeispiele geben, in welchen man einen Ergebnisbericht zu einer bestimmten Fragestellung
bereits teilweise gegeben hat und nur noch die Liicken in diesem auszufillen sind. Hier geht es also
vorrangig darum, zu erkennen, welches Verfahren hier zu verwenden ist, und dieses dann anzuwenden,
um die fehlenden Informationen vervollstandigen zu kénnen. Dieses Ubungsformat steht also wiederum

einer Abruflibung naher.

Wihrend also einzelne dieser Formate vielleicht besser oder schlechter zur Forderung eines
bestimmten Aspekts der Lernziele dienen, sollte ihre Gesamtheit die Erreichung der Lernziele doch
recht gut fordern konnen. In ihrer Gesamtheit erflllt die Heterogenitidt der unterschiedlichen
Ubungsformate auch die Voraussetzungen des verschachtelten Ubens, dessen Wirksamkeit ebenfalls
empirisch belegt ist (Brunmair & Richter, 2019). Die Verteilung der verschiedenen Ubungsformate tiber
das Semester in unterschiedliche Phasen strenger regulierten Ubens wahrend der Prasenzeinheiten sowie
autonomeren Ubens zwischen den Prasenzeinheiten ist zudem der Lernform des verteilten Ubens

dienlich, deren Wirksamkeit empirisch gut belegt ist (Ebersbach et al., 2022).

Studierende werden demnach im Verlauf der Lehrveranstaltung schrittweise mit einer Vielzahl
unterschiedlicher Ubungsformate bekanntgemacht und dadurch sowohl auf entsprechende Hausiibungs-
und Klausuraufgaben als auch reale bzw. praxisnahe Datenanalysesituationen vorbereitet. Durch das
gemeinsame Bewerten erarbeiteter Lésungen von Ubungsaufgaben wird ferner der Beurteilungsmodus
fiir Hausiibungen und Abschlussklausur transparent. Die Wahrscheinlichkeit fiir ,,bose

Uberraschungen®, sowohl was die Art als auch die Bewertung von Hausiibungen und Klausuraufgaben

15



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

angeht, sollte dadurch minimiert werden. Unklarheiten und Riickfragen kénnen dadurch im Idealfall im

Vorhinein und nicht erst im Nachgang anhand von konkreten Situationen und Beispielen geklart werden.

Formal sind den Haustibungen und der Klausur selbstverstandlich noch Gewichtungen zu
vergeben. Zum Beispiel konnen hier jeder der vier Haustibungen jeweils 10 Punkte und der
Abschlussklausur 60 Punkte vergeben werden, was in einer Gesamtpunkteanzahl von 100 Punkten
resultiert. Die gréBere Gewichtung der Abschlussklausur hat zum Hintergrund, dass alle Studierenden
auch individuell aufgefordert sind, sich mit der Aneignung der Gesamtheit des Lernmaterials zu
befassen, und nicht bloR happchenweise zu verarbeiten, was erfahrungsgemal einer langerfristigen
Festigung der Inhalte nicht forderlich ist. Letzterer soll auch das Format der Abschlussklausur dienen,

auf welches im folgenden Abschnitt eingegangen wird.

Format der Abschlussklausur

Da es bei der Abschlussklausur zum einen um die Uberpriifung der individuellen Fahigkeit zur
Aneignung und selbstdndigen Anwendung des Lernmaterials geht, wird die Durchfiihrung der
Abschlussklausur als sogenannte Closed-Book Klausur empfohlen. Dies soll u.a. eine tiefere kognitive
Verarbeitung der Lerninhalte in der Vorbereitung erfordern und damit auch férdern. Es ist bekannt, dass
das Wissen um die Mdglichkeit jederzeit gewisse Inhalte nachschlagen zu kénnen, der kognitiven
Verarbeitungstiefe zuwiderlduft. Tatsdchlich werden Gedéachtnisinhalte fliichtiger gespeichert (das
Gehirn handelt sozusagen Okonomisch und sagt sich ,,warum soll ich mich dafiir groBartig
umstrukturieren, wenn das ohnehin jederzeit nachgeschaut werden kann?*), wenn bekannt ist, dass sie
leicht zugénglich sind und ohne groRe Schwierigkeiten nachgeschlagen werden kénnen (siehe z.B.

Sparrow et al., 2011).

Eine gewisse kognitive Mindestverarbeitungstiefe von grundlegenden Inhalten (grundsatzlich
egal welchen Fachgebiets) einzufordern, scheint allerdings aus mehreren Hinsichten empfehlenswert.
Spétere, konkrete Datenanalysesituationen, wie etwa im Rahmen der Bachelor- oder Masterarbeit,
werden hdufig das Erlernen spezialisierterer Analyseverfahren erfordern, die weit Uber die
grundlegenden Konzepte dieses Dokuments hinausgehen kénnen und werden. Das Erlernen solcher

fortgeschrittenen Verfahren setzt meist fundierte und belastbare Grundlagenkenntnisse und ein
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Verstandnis einer grundlegenden statistischen Denkungsart voraus. Um in der Metapher von oben zu
bleiben: es fallt einem entsprechend umstrukturierten Gehirn leichter, sich in diese fortgeschrittenen
Verfahren einzuarbeiten bzw. einzudenken. Das heil3t, das Umstrukturieren, das sich das Gehirn gerne
ersparen wiirde, ist gerade das Ziel der Ubung. Man kann dies auch mit grundlegenden Ubungen von
Sportler:innen vergleichen. Skispringer:innen etwa fuhren regelméRig (im Profibereich auf nahezu
taglicher Basis) grundlegende, die Bauchmuskeln und den Riicken starkende Ubungen durch (neben
einer Vielzahl anderer Fitnessibungen). Das tun sie aber nicht, weil sie im Wettkampf oder beim
Training auf der Schanze diese Ubungen ,,vorzeigen“ miissen. Der Grund ist einfach die Bildung eines
Muskel- bzw. Bewegungsapparats, der die nétigen Strukturen besitzt und Voraussetzungen erfillt, die
fir die Durchfiihrung der eigentlichen Kernaktivitdten ihres Berufs (Skispringen) schlichtweg
notwendig ist. Genauso hat die Einubung in die Anwendung grundlegender statistischer Verfahren
vorrangig die Bildung eines entsprechenden Denk- und Handlungsapparats zum Ziel, der die Praxis der

statistischen Datenanalyse in spéteren, ,,echten* Datenanalysesituationen iiberhaupt erst ermoglicht.

Kommt es dann zu diesen ,,echten” Datenanalysesituationen (etwa im Rahmen der Bachelor-
oder Masterarbeit, einer Dissertation, oder der ganz normalen Berufspraxis, die selbstverstandlich je
nach Werdegang durchaus im Aufkommen der Notwendigkeit von statistischer Datenanalyse variieren
kann) mussen diese grundlegenden Fahigkeiten dann lediglich reaktiviert werden. Missen sie
stattdessen in diesen Fallen Uberhaupt erst zum ersten Mal erlernt werden (wird also erst mit dem
Bauchmuskel- und Riickentraining begonnen, wenn man bereits auf der Schanze darauf wartet als
Né&chster hinunterzuspringen), ist eventuell spat ein hoher Preis flr ein friihes Versdaumnis zu entrichten.
Dem soll durch die Einforderung einer ausreichenden Verarbeitungstiefe bei der Aneignung des

Lernmaterials zumindest entgegengewirkt werden.

Dabei ist es auch wichtig, sich noch einmal klarzumachen, dass es sich bei der Klausursituation
nicht um die Abbildung einer praxisnahen Datenanalysesituation handelt und auch nicht handeln soll
(ein Einwand, der immer wieder einmal gerne von Studierenden, aber auch Absolvent:innen gemacht
wird). Es ist selbstversténdlich in jeder praxisnahen Datenanalysesituation sinnvoll bei Unklarheiten in
einschlagigen Quellen nachzuschlagen, und nicht wie bei einer Closed-Book Klausur zu versuchen, alle

Herausforderungen blofR mit den Mitteln zu bewéltigen, die man noch aktiv im Gedéchtnis hat (dies
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wirde auch nicht der Sorgfaltspflicht, die man als Datenanalyst etwaigen Kund:innen gegentiber, als
Wissenschaftler:in der Wahrheitsfindung gegenuber auf sich nimmt, gerecht werden). Allerdings setzt
die Fahigkeit sich addquat in solchen konkreten Situationen zu informieren und Uberhaupt die eigenen
Kenntnisse einschdtzen zu kdnnen, wie oben bereits bemerkt, bereits ausreichende grundlegende
Fahigkeiten und Kenntnisse voraus. Man stelle sich nur einmal vor, jemand bestellt aufgrund eines
Heizungsproblems Handwerker zu sich nach Hause und diese beginnen sich dann vor Ort mit Google,
Wikipedia und ChatGPT uber Schraubenschliissel, Rohrzangen, typische Mafe von Anschlissen und
andere handwerkliche Grundlagen zu informieren. Es ist klar, dass die fiktiven Handwerker mit diesem
bestimmten Heizungssystem vielleicht noch nie konfrontiert waren, aber ein grundlegendes Wissen von
Heizungssystemen (berhaupt und entsprechenden Werkzeugen etc. wiirden sich wohl die meisten

Kund:innen vollig zu Recht erwarten.

Das heif3t, das Ziel der Abschlussklausur ist nicht, dass Studierende einzelne Arbeitsschritte
auswendig lernen sollen. Das Ziel ist, dass Studierende sich kognitiv intensiv genug mit dem
Lernmaterial befassen, dass sie dieses zum Ende der Lehrveranstaltung hin behande anwenden kdnnen.
Eine angemessen tiefe Verarbeitung hat oft zur Konsequenz, dass grundlegende Schritte leicht oder wie
automatisiert von der Hand gehen und es so aussieht, als wiirde man eine Abfolge von Arbeitsschritten
auswendig wissen, auch wenn es sich bei einem grundsétzlichen Verstehen ganz sicher nicht um
lexikalisches Wissen handelt. In der Tat sind solche (scheinbaren) Automatismen auch gute Indikatoren
fiir eine ausreichende kognitive Verarbeitungstiefe in der VVorbereitung. Das Ziel bzw. der Zweck einer
Closed-Book Kilausur bleibt aber immer jene ausreichende kognitive Verarbeitung und nicht die
Indikatoren, an denen man diese (u.a. und nicht zweifelsfrei) erkennen kann. Dass Closed-book Formate
diese tiefergehende kognitive Verarbeitung auch in der Tat herausfordern und fordern, durfte auch dem
empirischen Befund zugrunde liegen, dass héhere Lernleistungen tatsachlich in Closed-book
Implementierungen von Wissensprifungen erbracht werden als in Open-book Implementierungen

(Rummer et al., 2019).

Dass ein grundlegendes Verstandnis von Inhalten oft von einem (scheinbaren) hohen MaR an
lexikalischem Wissen begleitet wird, kann man sich auch in einem Gedankenexperiment (das zu

realisieren ich nur jedem empfehlen kann, der an der Aneignung welchen Lerninhalts auch immer
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ernsthaft interessiert ist) leicht selbst ein Bild machen. Stellen Sie sich vor, Sie méchten einem Kollegen
oder einer Kollegin helfen, ein gewisses Konzept aus der Statistik zu erklaren. Sie treffen sich und
beginnen zu erklaren. Allerdings kommen Sie bereits beim ersten Satz ins Stocken, unterbrechen Ihre
Erlauterung, um Google oder ChatGPT zu konsultieren (z.B. um zu fragen, wie man dieses Konzept
jemandem in einfachen Worten erkléren kann). Wie hoch wirden Sie Ihre Kompetenz in diesem Fall

einschatzen? Vermutlich kommen Sie in diesem Fall eher zu einer unbefriedigenden Antwort.

Allerdings lassen Sie sich von dieser Erfahrung nicht entmutigen und beschaftigen sich
daraufhin eingehend mit weiterer Literatur (und natirlich auch mit den Antworten, die Sie von ChatGPT
und Google erhalten haben; am Einholen derselben ist ja grundsatzlich nichts Verwerfliches, sondern
ganz im Gegenteil, haufig sehr viel Nutzliches und Sinnvolles). Tatséchlich fragt Sie einige Zeit spater
wieder ein:e Kolleg:in um Rat. Sie beginnen wieder zu erklaren, und bemerken, dass ihre Erklarung
schon etwas fliissiger und weniger stockend wirkt als beim letzten Mal. Sie fiihlen sich auch deutlich

wohler in lhrer Haut.

So geht es weiter und nach einigen weiteren Versuchen stellen Sie fest, dass Sie das komplizierte
Konzept ganz ohne Zuhilfenahme weiterer Hilfsmittel, Personen erklaren kdnnen, die ganz zu Recht
Schwierigkeiten damit haben, weil es nun einmal kein einfaches Konzept ist (wie vieles in der Statistik
— daraus braucht man keinen Hehl zu machen — eben einfach nicht einfach oder intuitiv ist). Sie héren
sich Sétze sagen wie ,,Ah ja, ich kann mir vorstellen, was dir dabei schwerfallt. Lass es mich einmal so
erklaren. Nehmen wir einmal an...“, sehen sich Hilfsskizzen und Diagramme zeichnen und Flichen
unter Kurven kennzeichnen, und kdénnen ganz den Verstandnisschwierigkeiten ihres Gegenibers
zugewandt bleiben, weil sie sich nicht abwenden mussen, um sich erstmal selbst tber einige Aspekte
des Konzepts klar zu werden. Zugegeben: das ist ein sehr hohes Ziel und der Verfasser dieser Zeilen
glaubt selbst nicht, diesem Ziel, auler in den aller einfachsten Fallen, auch nur anndhernd gerecht

werden zu kdénnen.

Aber angenommen, lhnen gelingt es. Wie wirden Sie lhre Kompetenz in diesem Fall
einschatzen? Vermutlich héher als in allen zuvor beschriebenen Fallen. Und es wird fir Ihr Gegeniiber

in diesem Fall dann sehr wahrscheinlich auch so aussehen, als wiirden Sie sehr viele Details oder
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einzelne Arbeitsschritte auswendig wissen. Ihnen selbst wird aber klar sein, dass es sich dabei um kein
bloRes lexikalisches Wissen handelt, sondern es lhnen lediglich leicht fallt die nétigen Arbeitsschritte
bei der Erlauterung des Konzepts zu reproduzieren. Gerade weil Sie es grundlegend verstanden haben,
brauchen Sie sich nicht darum zu bemiihen, etwas ,,auswendig® zu behalten. Es ist Ihre Expertise, die
wie von Geisterhand dafir sorgt, dass grundlegende Zusammenhénge wie automatisch aus den Tiefen

Ihres Langzeitgedéchtnisses hervorkommen, wenn Sie sie gerade brauchen.

Ein entsprechend fundiertes Verstandnis setzt aber u.a. viel Ubung und Wiederholung der
Inhalte voraus. Daflr soll die Lehrveranstaltung inklusive der Closed-Book Klausur eine kleine
Anschubhilfe leisten. Lernen und tben muss aber tatsachlich jede:r selbst (auch wenn Lerngruppen —
wie hoffentlich auch die jeweiligen Kleingruppen in der Lehrveranstaltung — daflir sehr gute

Motivationshilfen sein kénnen).

Zusammengefasst heit das, dass die intensive Beschaftigung mit den Ubungen, die in diesem
Dokument gesammelt vorliegen, die Bildung eines solchen grundlegenden Verstandnisses fiir die
Anwendung grundlegender statistischer Verfahren ermdglichen sollen. In den seltensten Féllen werden
diese grundlegenden Verfahren ausreichen, um konkrete wissenschaftliche Fragestellungen (statistisch)
zu erhellen. Dazu werden h&ufig Verfahren notwendig sein, die weit tber die hier behandelten
hinausgehen, in manchen Féllen Ulberhaupt erst entwickelt werden missen. Ein grundlegendes
Verstandnis fur die hier behandelten Grundlagen soll es Ihnen aber ermdglichen, genau das tun zu
konnen, ndmlich weit tber das hinauszugehen, was Sie hier beschrieben vorfinden. Das Dokument soll
Ihnen sozusagen dabei helfen — frei nach Wittgenstein (2003) — die Leiter wegwerfen zu kdénnen,
nachdem Sie Uber sie hinausgestiegen sind. Mit dieser Intention wurde es jedenfalls erstellt. Und falls

Ihnen dieses Dokument in der Tat dabei helfen kann, hat es seinen Zweck auch mehr als erftllt.

Forschungsgeleitete Lehre

Lehrveranstaltungen, die der Einfihrung und Eindbung in die Anwendung statistischer
Verfahren dienen, haben hdufig mit einer recht hohen Hemmschwelle fur die entsprechenden
Lerninhalte, gerade unter Studienanfdnger:innen zu k&mpfen. So entscheiden sich die wenigsten

Studierenden in den Sozial- oder Humanwissenschaften wohl fir ihr Studium, weil sie sich besonders
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gerne mit statistischen Fragestellungen auseinandersetzen. Zwar wird den Studierenden dann erzahlt,
dass statistische Grundkenntnisse essenziell sind, um spéter in der Praxis die Ergebnisse
wissenschaftlicher Studien verstehen, interpretieren und bewerten zu kdnnen. Dazu gehort die Fahigkeit
zur Beurteilung, ob sich Ergebnisse wissenschaftlicher Studien beispielsweise erfolgreich in
Psychotherapie, Erziehungs- oder Unterrichtskontexten oder in einem Unternehmen oder einer
Organisation umsetzen lassen, sowie die Fahigkeit die Wirksamkeit entsprechender Interventionen
realistisch einschatzen zu koénnen. Die selbstandige, kritische Auseinandersetzung mit
Studienergebnissen soll schlieflich eine realistische, professionelle Einschatzung der Vielzahl an
Ergebnissen ermdglichen, um hochwertige von schlechten Ergebnissen unterscheiden zu kénnen, und
nicht alles glauben zu missen, was von irgendjemandem publiziert wurde, sondern entsprechende

Veroffentlichungen selbst auf Stichhaltigkeit priifen zu kénnen.

In der Tat haben Vorlesende damit voéllig recht: zu all dem kodnnen fundierte statistische
Grundkenntnisse selbstverstandlich einen wesentlichen Beitrag leisten. Allerdings besteht fiir
Studienanfanger:innen und der beschworenen Niitzlichkeit der Lerninhalte in der spateren Berufspraxis
doch meist noch eine gehdrige Distanz, die die Ernsthaftigkeit der Auseinandersetzung mit dem
Lernmaterial zumindest erschweren kann. Dies kann sich etwa darin auBern, dass der Nutzen der
Auseinandersetzung mit statistischen Inhalten bezweifelt wird. Manchmal wird dieser zusétzlich
dahingehend in Frage gestellt, dass jemand ,,doch sowieso klinischer Psychologie™ oder hauptséchlich
in einem sehr angewandten Bereich tétig werden wolle, in welchem man sehr selten mit
wissenschaftlicher Originalliteratur zu tun habe. VVon der Haltbarkeit der impliziten Unterstellungen, die
in diesen Beispielen eventuell einzelnen Berufsgruppen gemacht werden, einmal abgesehen, werden die
Lerninhalte auf Studierendenseite in diesen Féllen eben dennoch manchmal als abstrakt, praxisfern, oder
als bloBe akademische und ,.eigentlich® unnétige Hiirde erlebt. Um die intrinsische Motivation der
entsprechenden Studierenden bei der Aneignung dieser Inhalte ist es dann verstandlicherweise schlecht
bestellt. Auch die eigene Motivation und Begeisterung der Lehrperson fiir das Lernmaterial kann dann

in diesen Fallen nur begrenzt Abhilfe schaffen (ein bisschen kann sie das aber mit Sicherheit).

Zu erwarten, dass alle Studierenden mit der nétigen Weitsicht oder mit der nétigen Kreativitét,

um selbst motivierende Sinnzusammenh&nge zwischen Lerninhalten und personlichen Zielen des
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(beruflichen) Werdegangs herstellen zu kénnen, in die je eigene Lehrveranstaltung kommen, ist naiv
und wenig zielfihrend. Den Studierenden schlichtweg zu sagen, dass etwas ,,s0 und so sei (und wer das
nicht verstehe sei selbst schuld)“ ist mindestens genauso naiv und didaktisch fragwiirdig. Nur weil eine
Lehrperson einem Lernenden etwas sagt, ist das noch lange nicht gelernt; davon abgesehen, dass das
fraglose Ubernehmen von Ausgesprochenem sowieso nicht Ziel akademischer Bildung sein kann

(jedenfalls nicht im Sinne eines Leitbilds humanistischer Bildung).

Was hingegen durchaus helfen kann, die inhaltliche Relevanz der Lerninhalte hervorzuheben,
ist, genau diese Relevanz anhand konkreter Beispiele in den Unterricht hereinzuholen und auf diese
Weise zu etwas Erlebbarem zu machen. Wenn schon behauptet wird, dass statistische Grundkenntnisse
so wesentlich fur die Bewertung sozialwissenschaftlicher Studienergebnisse sind, dann ist die wohl
geradlinigste Art, diese Behauptung zu einer Erfahrungstatsache fir Studierende zu machen, das

gemeinsame Durchfihren und anschlieflende Beurteilen einer solchen Studie.

Damit der Fokus der Lehrveranstaltung auf den statistischen Inhalten bleiben kann und sich
nicht mit allen anderen Aspekten des empirisch-experimentellen Forschens eingehend befassen muss
(davon gibt es einige und zur angemessenen Einschatzung einer wissenschaftlichen Studie gehort
deutlich mehr als ein bloRRes statistisches Grundverstandnis, siehe z.B. Huber, 2019), ist es dafur
winschenswert, wenn es sich bei einer solchen Studie um eine handelt, die mit relativ einfachen Mitteln
durchgefuhrt werden kann. Beispiele fur Studien dieser Art gibt es aber in der Geschichte der
Sozialwissenschaften oder der Psychologie mehr als genug. Zwei Mdglichkeiten bestehen etwa im
Spatial-Cueing Paradigma aus der kognitiven Psychologie oder dem impliziten Assoziationstest aus der

Sozialpsychologie.

Beide Experimente lassen sich relativ einfach mit digitalen Hilfsmitteln wie etwa der Software
PsychoPy implementieren und mit den Studierenden in einem Online-Versuch umsetzen. Beide
Experimente beinhalten Innersubjektfaktoren, die die Behandlung statistischer Analysen fiir abhangige
Stichproben fir die Lehrveranstaltung erschlieBen. Vergleiche zwischen sozialen Geschlechtern
erschlieBen den statistischen Vergleich unabhdngiger Stichproben. Die Kombination aus beidem

ermdglicht die Besprechung gemischter Designs im Rahmen von Varianzanalysen, die
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Beriicksichtigung von Kovariaten (etwa dem Alter) erschlie8t Fragestellungen im Rahmen allgemeiner
linearer Modelle und insbesondere der linearen Regression. Insgesamt erlaubt also die Durchfiihrung
eines Experiments die Behandlung des gesamten Lernmaterials an Studienergebnissen, die mit den
Studierenden selbst hervorgebracht wurden. Auf diese Weise wird nicht nur die Relevanz der
statistischen Inhalte fiir die Beantwortung wissenschaftlicher Fragestellungen erlebbar, sondern auch
(allgemein-)psychologische oder sozialwissenschaftliche Inhalte der konkreten Erfahrung zugéanglich
gemacht. Es wird klar, dass es sich bei wissenschaftlichen Erkenntnissen der Psychologie und der
Sozialwissenschaften nicht um eine Sache von rein akademischem Interesse, sondern um
Zusammenhénge bzw. Effekte handelt, die dem ganz realen, tagtaglichen Verhalten, Denken, Erleben,

und Handeln von Menschen zugrunde liegen.

Natdrlich gibt es eine Vielzahl weiterer Experimente, die einen mindestens ebenso grofien
Mehrwert fir die Durchfiihrung einer entsprechenden Lehrveranstaltung bieten kénnen. Beispielsweise
kénnen auch moderne experimentelle Ergebnisse, die eine einfache Implementierung und Durchfiihrung
im Rahmen der Lehrveranstaltung zulassen, genutzt werden und im Kontext der Lehrveranstaltung auf
ihre Stichhaltigkeit geprift werden. Limitationen (etwa der Generalisierbarkeit oder aufgrund recht
tiberschaubarer StichprobengréRen) einer solchen Durchfiihrung im Rahmen einer Lehrveranstaltung
konnen dann gleich mit den Studierenden erarbeitet und diskutiert werden. Beispielsweise handelt es
sich bei vielen bekannten Effekten in der Psychologie um relativ kleine Effekte, die als Unterschied in
den Mittelwerten zweier Experimentalgruppen (oder einer sogenannten Experimental und einer
Kontrollgruppe) erst bei hinreichend groRen Stichproben mit hoher Wahrscheinlichkeit als statistisch
signifikante Unterschiede zutage treten. Das heif3t, je nach Lehrveranstaltung, kann man sich etwa in
einer Ubungsgruppe aus 50 Studierenden gar keine substantielle Bestitigung eines solchen Effekts
erwarten. Gerade dies bietet aber eine exzellente Lerngelegenheit um oft schwer greifbare Konzepte wie
statistische Teststéarke, statistische Signifikanz, Fehlerarten erster und zweiter Art zu diskutieren und

durch das konkrete Beispiel der gelebten Erfahrung zugénglich zu machen.

Die Einbeziehung ,.echter Forschung auf diese oder dhnliche Weise kann unter diesen
Gesichtspunkten nur empfohlen werden. Die Durchfiihrung eines Experiments im Rahmen einer fir die

Psychologie (ob aktuell oder zumindest in friiheren Zeiten) tatséchlich relevanten Fragestellung und der
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anschlielenden statistischen Analyse der Ergebnisse durch die Studierenden selbst unter Anleitung der
Lehrveranstaltungsleiter:innen ldsst die Studierenden im Gegensatz die sonst als ,,abstrakt” und
praxisfern empfundene Anwendung statistischer Verfahren in einem wissenschaftlich bedeutsamen
Sinnzusammenhang erfahren. Zugleich konnen die Ergebnisse des Experiments selbst einen
wesentlichen Erkenntnisfortschritt durch ihre Einbettung in den Lernkontext darstellen. Gerade auf
Studien im Bereich der padagogischen Psychologie trifft dies im Besonderen zu. Ferner zeichnen sich
psychologische Studien haufig durch ein hohes Mal an Kontextabhangigkeit aus. Das heilit, ob eine
Studie im psychologischen Labor oder im Unterrichtsraum stattfindet, kann selbst ein Faktor sein, der
einen bedeutsamen Einfluss auf die Studienergebnisse hat. Zumindest im Rahmen der statistischen
Auswertung der Ergebnisse koénnen die Studierenden somit zu aktiven Teilnehmer:innen am
Forschungsprozess werden und bekommen Einblicke in Bedeutung und Limitationen statistischer
Datenanalyse anhand konkreter Forschungsergebnisse. Damit steht dieser Aspekt der Durchfiihrung der
Untersuchung am Ubergang zwischen forschungsmotivierter Lehre zu forschendem Lernen (Sonntag et
al.,, 2017) und erlaubt damit Zugriff auf die Vorzlge beider Lehr-/Lernformen im Rahmen

forschungsgeleiteter Lehre in der universitaren Lehre (Huber, 2014; Ruef3 et al., 2016).

Dabei ist aber noch einmal zu betonen, dass der Einsatz einer experimentellen Studie innerhalb
der Lehrveranstaltung zu diesem Zweck nicht auf Kosten der Einlibung in die grundlegenden
statistischen Verfahren gehen darf. Im Gegenteil soll dieser Einsatz dieser Einiibung dienlich sein und
fiir sie einen Mehrwert darstellen. Das kann dadurch erreicht bzw. geférdert werden, dass die konkrete
Durchflihrung des Experiments auf die erste der oben genannten vier Hausuibungen beschrankt bleibt.
Das heif3t, im Rahmen der ersten von vier Hauslibungen fiihren die Studierenden jeweils selbstandig ein
Online-Experiment durch. Eventuell akquirieren die Studierenden auch noch zusétzlich jeweils ein oder
zwei Freiwillige, die an dem Experiment teilnehmen; dies wiirde einen Vergleich einer Stichprobe
innerhalb des Lernkontexts mit einer Stichprobe auBerhalb des Lernkontexts erlauben. Die
Dateneingabe bzw. das Datenmanagement kann dann mit den Studierenden anhand dieser eigens
generierten Daten in einer der auf die Hauslibung folgenden Einheiten besprochen und getibt werden.
In den verbleibenden Haustibungen kénnen die in den Prasenzeinheiten besprochenen grundlegenden

Verfahren auf diese Daten angewandt werden. Die Besprechungen der Hausiibungen werden so
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schliellich zuséatzlich auch zu einer Besprechung von Forschungsergebnissen. Fehler, Irrtlimer,
Missverstandnisse und deren Bedeutung werden in einem inhaltlich sinnvollen Zusammenhang
erlebbar, der nicht nur der Generierung von Punkten zur Beurteilung der Lehrveranstaltung dient. Das
heifst, Studierende konnen erleben, welche Konsequenzen ein Fehler in der statistischen
Datenauswertung fiir die Interpretation ,,echter Forschungsergebnisse hat, jedoch ohne den sicheren
Rahmen einer Lehrveranstaltung dafir erst verlassen zu missen. Das heif3t, Fehler kénnen hier gemacht
und erlebt werden, um spéter in der eigenen Forschungspraxis dieselben Fehler nicht mehr machen zu
missen. Der Transfer in die eigene Praxis sollte durch die Einbettung in inhaltliche relevante Forschung

innerhalb der Lehrveranstaltung zumindest gefoérdert werden.

Insgesamt werden die didaktischen Ziele der Lehrveranstaltung dabei durch die Generierung
und anschlieBende Verwendung dieser Forschungsdaten nicht nur nicht beeintrachtigt, sondern
gefordert. Alle grundsatzlich in der Lehrveranstaltung behandelten Inhalte, inklusive derer Limitationen
und Voraussetzungen, kénnen im Rahmen der Hausiibungen an diesen konkreten Forschungsdaten in
einem psychologisch bedeutsamen Sinnzusammenhang illustriert und vertieft werden. Die
Préasenzeinheiten, die weiterhin der Einfiihrung und Einiibung in die Anwendung dieser grundlegenden
Verfahren dienen, bleiben davon unberiihrt. Auch die Beurteilung der individuellen Leistung ist
ganzlich von den Ergebnissen des Experiments unabhéngig. Die korrekte Anwendung statistischer
Verfahren, auf der die individuelle Leistungsbeurteilung beruht, setzt schliellich kein bestimmtes

Ergebnis des gemeinsam durchgefiihrten Experiments voraus.

Ein alternativer Ubungsmodus

Eine weniger verspielte, aber vermutlich nicht minder effektive Mdglichkeit eine Lehrveranstaltung zur
Einubung in die Anwendung statistischer Verfahren zu gestalten, besteht darin, das Konzept des
umgekehrten Klassenzimmers noch weiter zu intensivieren. Wie in der oben erlduterten
Unterrichtsmethode hétten die Studierenden auch in diesem Fall wochentlich den Arbeitsauftrag, ein
jeweiliges Kapitel dieses Dokuments bis zur néchsten Prasenziibungseinheit vorzubereiten. Diese
Vorbereitung wiirde allerdings ebenfalls die Ubungsaufgaben des Kapitels (oder eine Auswahl

derselben) umfassen.
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Zu Beginn jeder Ubungseinheit ware dann von den Studierenden anzugeben, welche
Ubungsaufgaben sie so griindlich genug vorbereitet haben, dass sie ihre Losung anderen prasentieren
konnen (im ldealfall hatten sich natiirlich alle auf alle Ubungsaufgaben so eingehend vorbereitet, aber
es dlrfte jeder Person, die jemals gelehrt oder gelernt hat, klar sein, dass dieser Idealfall nur duBerst
selten auch der Realitat entspricht). Diese Losungen wiirden dann in den Prasenzeinheiten von einzelnen
Studierenden den anderen Studierenden préasentiert. Dabei hatten die Studierenden die zusétzliche
Aufgabe, den ubrigen Studierenden so weit Anleitung zu geben, dass diese die Ubungsaufgabe
begleitend zur Prasentation durchfiihren kdnnen. Dies umfasst insbesondere auch Studierende, die sich
selbst nicht auf die jeweilige Aufgabe vorbereiten konnten. Die prasentierenden Studierenden
tbernehmen dabei also fiir einzelne Ubungsaufgaben die Rolle der Lehrperson, was die Wirkung der

Prasentation als Ubung zum Lernen durch Lehren intensiviert (Duran, 2017).

Gleichzeitig wiirde aufgrund der gehobenen Anforderungen wéhrend der Présenzeinheit dieser
Ubungsmodus auch die Vorbereitungen der Studierenden auf die jeweiligen Préasenzeinheiten
intensivieren. Dies wiirde in Folge das Lernen und Uben Gber das Semester hinweg (iber gréRere
Zeitraume verteilen und auf diese Weise sowohl die Einiibung in die Inhalte als auch die langfristige

Behaltensleistung fordern (Ebersbach et al., 2022).

Auch fiir diesen Ubungsmodus miissten allerdings noch formale Beurteilungskriterien festgelegt
werden. Uber den Verlauf des Semesters konnte dazu etwa jede:r Studierende verpflichtet werden,
mindestens zwei Ubungsaufgaben in der beschriebenen Form zu préasentieren. Dabei wurde
angenommen, dass ein Kurs 25 Studierende umfasst und pro Prasenzeinheit etwa 5 Ubungsaufgaben
erschopfend behandelt werden koénnten. Flr eine erledigte Prdsentation konnte dem:der jeweiligen

Studierenden zudem 5 Beurteilungspunkte vergeben werden.

Die ubrigen 90 Punkte kdnnten durch Leistungen bei zwei Klausuren verdient werden. Fir die
erste Klausur etwa zur Halfte des Semesters kdnnten etwa 40 Punkte, fir die zweite Klausur am Ende
des Semesters 50 Punkte vergeben werden. Bei positivem Abschluss der Lehrveranstaltung ab einer
Leistung von 51 Punkten wdre so auch gewéhrleistet, dass die Lehrveranstaltung einschlieRlich der

zweiten Klausur aktiv besucht werden muss.
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Maoglicher Ablauf einer prifungsimmanenten Lehrveranstaltung auf Basis dieses Dokuments

Ein mdglicher Ablauf einer Lehrveranstaltung, der die bisherigen Erlauterungen zu diesem
Dokument in sich integriert, ist im folgenden Ablaufschema zusammengefasst. Dieses Schema kann zur
Gestaltung der eigenen Lehrveranstaltung herangezogen und nétigenfalls entsprechend angepasst
werden. Die Themen der einzelnen Kapitel/Wochen kdnnen dem Inhaltsverzeichnis dieses Dokuments

entnommen werden.

Zeitpunkt/-raum  Kapitel Aktivitat

Woche 1 1 Vorbesprechung und Klarung von Organisatorischem

Wochen 1-2 n.a. Hausiibung 1 (Online-Experiment)

Wochen 1-2 2 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 2 2 Prasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 2-3 3 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 3 3 Préasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 3-4 4 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 4 4 Préasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 4-5 5 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 5 5 Prasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 5-6 2-5 Hausiibung 2

Wochen 5-6 6 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 6 6 Préasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 6-7 7 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 7 7 Prasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen
(oder erste Klausur im Falle des Alternativmodus)

Wochen 7-8 8 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 8 8 Préasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 8-9 6-8 Hausiibung 3

Wochen 8-9 9 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 9 9 Prasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 9-10 10 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 10 10 Préasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 10-11 11 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 11 11 Prasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Wochen 11-12  9-11 Hausiibung 4

Wochen 11-12 12 Selbsténdiges Erarbeiten des jeweiligen Kapitels

Woche 12 12 Préasenzeinheit: Besprechung des jeweiligen Kapitels und Ubungen

Woche 13 2-12 Wiederholung, Fragestunde, Ubungen aus allen Kapiteln (oder wie
bisherige Einheiten im Falle des Alternativmodus)

Wochen 14-15 2-12 Klausur bzw. Ersatzklausur

27



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Eine weitere Mdglichkeit der Verwendung dieses Dokuments fiir eine Lehrveranstaltung

Eine weitere Moglichkeit dieses Dokument zur Gestaltung einer einsemestrigen Lehrveranstaltung zu
verwenden, wurde im Studienjahr 2025/2026 an der Universitat Graz konzipiert und erprobt.
Grundsatzlich baut auch dieses Lehrveranstaltungskonzept auf dem Konzept des umgekehrten
Klassenzimmers (Engl.: flipped classroom) auf. Das heif3t, die Studierenden (und die Lehrpersonen)
erarbeiten jeweils bis zur nachsten Prasenzeinheit ein Kapitel oder Teile eines oder mehrerer Kapitel
aus diesem Dokument und die Présenzeinheiten werden dann zur Wiederholung, Aktivierung,
Vertiefung dieser Inhalte verwendet. Zur (Re-)Aktivierung der Lerninhalte werden jeweils zu Beginn
der Prasenzeinheiten kurze Quiz durchgefuhrt, die neben einer Abschlussklausur zur Beurteilung
herangezogen werden. Die Quiz sind dabei so konzipiert, dass Personen, die sich zur Vorbereitung auf
die Prasenzeinheiten ernsthaft mit den Inhalten auseinandergesetzt haben, belohnt werden, und
gleichzeitig die wesentlichen Durchfiihrungsaspekte der Inhalte wiederholt bzw. reaktiviert werden. Die
Erfahrungen wéhrend der Erprobung dieses Formats zeigten, dass so der Rest der Présenzeinheiten
tatsichlich fiir inhaltliche Verstandnis- und Vertiefungsfragen und Uben der Inhalte an weiteren
Beispielen freigemacht werden konnte und die bloRe Bedienung der Software sowie rein technische
Aspekte hingegen zu groRten Teilen bereits in der selbstdndigen Vorbereitung erlernt werden konnten.
Die Quiz waren ferner so konzipiert, dass die Durchfiihrung nur die ersten 10-15 Minuten jeder Einheit
in Anspruch nehmen sollte. Danach sollten die Losungen der Quizfragen in etwa in 15-20 Minuten im
Plenum erértert werden. Das heilt, sowohl die Studierenden als auch die Lehrenden erhielten in jeder
Einheit auch Ruckmeldung dartiber, welche Inhalte bereits gut verstanden werden konnten und welche
Inhalte noch weiterer Vertiefung bedurften. Dieser Vertiefung bzw. Ergdnzung durch weitere
Ubungsaufgaben diente dann die verbleibende Zeit jeder Einheit, in welcher Studierende (u.a.
miteinander, zu zweit) ausgewahlte Ubungsaufgaben (aus dem jeweiligen Kapitel) bearbeiteten und sich
in der Erstellung von Ergebnisberichten iibten. Dies wurden von den Ubungsleiter:innen begleitet, die
bei individuellen Fragen und Schwierigkeiten unterstutzten und Riickmeldung gaben (und bekamen).
Ergaben sich Fragen bzw. Einsichten, die fur alle wichtig erschienen, wurden diese im Plenum

aufgegriffen und erortert.
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Die Erprobung dieses Kursformats ergab auch folgenden Vorschlag fiir eine Beurteilung bzw.
Notenvergabe. Durch jedes Quiz zu Beginn jeder Prasenzeinheit konnten bis zu 5 Punkte verdient
werden. VVon insgesamt zehn durchgefihrten Quiz (siehe auch den im Folgenden im Detail erlduterten
Syllabus) wurden flr jede:n Studierende:n die acht besten Quiz bis zur Klausur gewertet. Das heif3t, bis
zur Klausur konnten bis zu maximal 40 Punkte durch Teilnahme an den Quiz erarbeitet werden. Bei der
Abschlussklausur konnten bis zu 60 Punkte erreicht werden. Studierenden, die insgesamt mindestens 51
von 100 Punkten erreichten (d.h. aus Quiz und Klausur zusammen), wurden schlieflich noch die Punkte
aller Quiz, an welchen sie iber die acht besten Quiz hinaus teilgenommen hatten, als Bonuspunkte auf
die Gesamtpunkte angerechnet. Dadurch sollte ein zusétzlicher Anreiz geboten werden, lber die ganze
Lehrveranstaltung hinweg engagiert mitzuarbeiten. Die Teilnahme an den Quiz war ausschlief3lich in

Présenz zu Beginn jeder Einheit méglich.

Bei den Quiz durften sémtliche Lehrveranstaltungsunterlagen verwendet werden (open book
Format), bei der Abschlussklausur nicht (closed book Format). Dies hatte zum Hintergrund, dass die
Quiz vorrangig Anreize zur Vorbereitung der Inhalte bieten, aber noch nicht deren Beherrschung
erfordern sollten, da ja das Erlernen der Inhalte oftmals noch die gemeinsame Erlauterung und
Vertiefung erforderte. Bei der Abschlussklausur hingegen ging es tatsachlich um die Prifung der
Fahigkeit sich die Inhalte aneignen und selbststandig ohne Zuhilfenahme weiterer als der erlaubten
Hilfsmittel auch wieder zur Anwendung bringen zu kénnen. Die Vorteile eines closed book Formats fur

diesen Zweck wurden bereits oben erlautert.

Insgesamt gab es im gesamten Kurs demnach 100 Punkte zu verdienen. Ein Bestehen des Kurses
erforderte mindestens 51 Punkte (davon maximal 40 durch Teilnahme an den Quiz). Eine Punktezahl
von 50 Punkten oder weniger wurde daher mit der Note ,,Nicht gentigend (5)“ bewertet. Bei einer
Punktezahl von 51 bis 62 Punkten wurde die Note ,,Gentigend (4) vergeben, ab 63 Punkten wurde die
Note ,,Befriedigend (3) vergeben, ab 75 Punkten die Note ,,Gut (2), ab 87 Punkten die Note ,,Sehr gut

(2)“. Es wurden lediglich ganz Punkte (d.h., keine Teilpunkte) vergeben.

Im Folgenden ist tabellarisch ein méglicher Ablauf der Lehrveranstaltung im Detail illustriert.

Bei der Erstellung wurde dabei von 15 Semesterwochen sowie des Ausfalls einer Woche (etwa durch
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gesetzliche Feiertage). Mit einem nétigen Termin fir eine Vorbesprechung sowie zwei Terminen fur
Klausur und Ersatzklausur (ausschlieBlich im Krankheitsfall oder anderweitig unaufschiebbarer
Verhinderung) verbleiben elf Termine. Die ersten zehn dieser Termine sind den Inhalten dieses
Dokuments gewidmet. Der verbleibende Termin (Woche vor der Abschlussklausur) ist einer

Wiederholung der gesammelten Inhalte z.B. im Format einer Probe- oder Ubungsklausur vorbehalten.

Einheit 1 Inhalte:

o Erklarung Kursablauf, Quiz, Klausur, Beurteilung
Vorbesprechung / e Vorstellung SPSS

e Bedienung der IT-Infrastruktur (lokale PCs, Netzlaufwerke,
Organisatorisches Verzeichnisse etc.)

e Fernzugriff SPSS Demonstration
e Herunterladen der Materialien (dieses Dokument und
elektronisches Zusatzmaterial)

Einheit 2 Inhalte:
e 10 Minuten Quiz (4 Punkte)
Vorzubereiten: Kapitel 2 e Danach: SPSS Fernzugriff eigenstindig 6ffnen &
Uberpriifung durch LV-Leitung (1 Punkt)
(insh. S. 37-57) e Wiederholung/Vertiefung (Plenum): Bestandteile von SPSS;
SPSS auf Englisch; Datensétze 6ffnen; Datensétze lesen;
Einflhrung in SPSS Datensitze zusammenfiigen

e Ausgewahlte Ubungsaufgaben aus dem Buch
e (Optional: Andere Dateitypen (z.B. csv) einlesen)

Einheit 3 Inhalte:
e 10 Minuten Quiz (5 Punkte)
Vorzubereiten: Kapitel 3 e Wiederholung/Vertiefung (Plenum): Umkodieren von
Variablen; Index- oder Skalenbildung; Deskriptive
(insh. S. 63-101) Statistiken: Haufigkeiten, MaRzahlen, Boxplot; Kreuztabelle
& Kaorrelation (Durchfiihrung, ohne Hypothesentest);
Datenmanagement & Formatierung von Ergebnisberichten (APA-Format)
e Ausgewahlte Ubungsaufgaben aus dem Buch
Deskriptive Statistiken o (Optional: Kategorienbildung)
Einheit 4 Inhalt:
e 10 Minuten Quiz (5 Punkte)
Vorzubereiten: Kapitel 4 e Wiederholung/Vertiefung (Plenum): Einstichproben t-Test;
Cohens d; Stichprobenplanung (Einfiihrung in G*Power)
(insb. S. 107-126) e Ausgewshlte Ubungsaufgaben aus dem Buch

Parameterschatzung  und
Testen von Hypothesen
uber

Populationsmittelwerte
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Einheit 5

Vorzubereiten: Kapitel 5
(insb. S. 133-154)
Schétzung und Testung von
Mittelwerts-unterschieden

zwischen zwei Gruppen

Inhalte:
[ ]

10 Minuten Quiz (5 Punkte)

Wiederholung/Vertiefung (Plenum): t-Test flr abhangige
Messungen; t-Test fiir unabhangige Messungen; Levenes
Test; Stichprobenplanung;

Ausgewdhlte Ubungsaufgaben aus dem Buch

(Optional: t-Test fir abhdngige Messungen als
Einstichproben t-Test mit Differenzvariable)

Einheit 6

Vorzubereiten: Kapitel 6
(insb. S. 165-183)
Einfaktorielle ANOVA

ohne Messwiederholung

Inhalte:

10 Minuten Quiz (5 Punkte)

Wiederholung/Vertiefung (Plenum): Omnibustest; Paarweise
post-hoc Vergleiche;

Ausgewdhlte Ubungsaufgaben aus dem Buch

(Optional: Welchs ANOVA, Stichprobenplanung)

[Nicht behandelt (auch nicht vorzubereiten): A-priori
Vergleiche (Kontraste)]

Einheit 7

Vorzubereiten: Kapitel 7
(insh. S. 195-214)
Zweifaktorielle ANOVA

ohne Messwiederholung

Inhalte:
[ ]

10 Minuten Quiz (5 Punkte)
Wiederholung/Vertiefung (Plenum): Omnibustests;
Paarweise post-hoc Vergleiche

Ausgewdhlte Ubungsaufgaben aus dem Buch
(Optional: Stichprobenplanung)

Einheit 8

Vorzubereiten: Kapitel 8
(insh. S. 221-237)
ANOVA mit

Messwiederholung

Inhalte:
[

10 Minuten Quiz (5 Punkte)

Wiederholung/Vertiefung (Plenum): Einfaktorielle ANOVA
mit Messwiederholung; Mauchlys Test fur Sphérizitat;
Varianzanalyse mit gemischten Design

Ausgewdhlte Ubungsaufgaben aus dem Buch

(Optional: Zweifaktorielle ANOVA mit 2
Messwiederholungsfaktoren; Stichprobenplanung)

Einheit 9
Vorzubereiten: Kapitel 9

(insh. S. 249-271)

Einfiihrung in die
Regressionsanalyse:
Einfache &  Multiple
Regression

10 Minuten Quiz (5 Punkte)
Wiederholung/Vertiefung (Plenum): Einfache lineare
Regression; Exkurs Zentrierung; Exkurs Korrelation;
Multiple lineare Regression

Ausgewihlte Ubungsaufgaben aus dem Buch
(Optional: Exkurs Standardisierung)
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Einheit 10 Inhalte:
e 10 Minuten Quiz (5 Punkte)
Vorzubereiten: Kapitel 10 e Wiederholung/Vertiefung (Plenum): Regressionsdiagnostik
(Linearitat, Normalverteilung, Homoskedastizitéat);
(insh. S. 279-297) AusreiReranalyse (Cook’sche Distanz); Effektstirken (R?,
Standardisiertes Regressionsgewicht); Stichprobenplanung
Regressionsdiagnostik & e Ausgewahlte Ubungsaufgaben aus dem Buch
) ] e (Optional: Quadrierte Semipartialkorrelation)
Effektstarken in der MLR e [Nicht behandelt (auch nicht vorzubereiten): Kollinearitat;
Gerichtete azyklische Graphen (DAGS)]
Einheit 11 Inhalte:
e 10 Minuten Quiz (5 Punkte)
Vorzubereiten: Kapitel 11 e Wiederholung/Vertiefung (Plenum): Regressionsanalyse mit
diskretem Pradiktor mit 2 Auspragungen; Dummy-
(insb. S. 321-325, 328-329, Kodierung; Vergleich zu unabhangigem t-Test;
Regressionsanalyse mit Interaktion zwischen 1 stetigen & 1
334-337) dichotomen Pradiktor

) o e Ausgewahlte Ubungsaufgaben aus dem Buch
Diskrete Pradiktoren und e [Nicht behandelt (auch nicht vorzubereiten):
Regressionsanalyse mit diskretem Pradiktor mit mehr als 2

Interaktion in der MLR Auspragungen; Regressionsanalyse mit Interaktion zwischen
) 2 diskreten Pradiktoren; Regressionsanalyse mit Interaktion
(Moderation) zwischen 2 stetigen Pradiktoren]
Einheit 12 Wiederholungseinheit, Fragestunde, Probe-/Ubungsklausur
Einheit 13 Schriftliche Klausur (90 Minuten)
Einheit 14 Ersatzklausur
Ubungsaufgaben

In diesem Kapitel ging es noch um keine konkreten statistischen Inhalte, sondern lediglich um
den konzeptuellen Rahmen und die Verwendungsmaoglichkeiten dieses Dokuments. Zur Illustration der
kiinftigen Kapitel werden aber schon hier einige Aufgaben bereitgestellt, die einerseits grundlegende
Begriffe in Erinnerung rufen sollen, und andererseits zur Illustration des Ablaufs des Ubungsteils der
Préasenzeinheiten einer entsprechenden Lehrveranstaltung im Rahmen einer Vorbesprechung in der
ersten Prasenzeinheit verwendet werden kénnen. Fir letztere Verwendungsart wird empfohlen die erste

Einheit auch gleich zur Bildung der Kleingruppen zu verwenden und dafir die notige Zeit einzurdumen.

Beispiel 1.1
Es kommt immer wieder vor, dass Studierende im Rahmen ihrer Masterarbeit Aussagen wie die
folgende treffen: ,,Es gibt einfach keine Quelle, in der etwas zu Voraussetzungen fiir Varianzanalysen

steht, deshalb habe ich dann einfach diese Internetseite zitiert, weil dort steht, dass...*“. Dann muss ich
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(wenn ich wieder einmal in den Genuss gekommen bin bei der Betreuung einer Masterarbeit
unterstiitzen zu durfen) wieder lang und breit erklaren, weshalb Internetquellen in vielen Fallen keine
optimalen Quellen fiir eine wissenschaftliche Arbeit sind und dass solcherlei grundlegende statistische
Inhalte durchaus in den meisten einschldgigen Statistiklehrbichern zu finden sind. Um dieser
Herausforderung zumindest etwas vorzubeugen, nun diese Frage: In welchem der folgenden Blicher

konnten Sie beziiglich statistischer Grundkenntnisse findig werden?

(a) Eid, M., Gollwitzer, M. & Schmitt, M. (2017). Statistik und Forschungsmethoden (5. korrigierte

Auflage). Beltz. Permalink flir Ebook Version: https://permalink.obvsg.at/UGR/AC15718869.

(b) Bihner, M. & Ziegler, M. (2017) Statistik fur Psychologen und Sozialwissenschaftler:

Grundlagen und Umsetzung mit SPSS und R (2., aktualisierte und erweiterte Auflage). Pearson.
(c) Field, A. (2018). Discovering statistics using IBM SPSS statistics (5th ed.). SAGE publications.
(d) Solche Biicher gibt es nicht. Hilfe bei statistischen Fragen bekommt man ausschlieRlich auf

www.statistik-guru.de.

Beispiel 1.2
Ordnen sie die vier Begriffe ,,Merkmal®, ,,Merkmalsauspragung®, ,,Variable®, ,,Variablenwert” den
passenden Stellen (markiert mit ,,???*) in der folgenden Abbildung zu.

Abgebildete

Wirklichkeit: Wirklichkeit:

Abbildung

Konkreter Wert Konkreter Wert

Zuordnung

Abbildung 1.1. Welche Begriffe gehtren jeweils an die Stelle der ,,????
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Beispiel 1.3

Was ist ein Synonym fiir welchen Begriff?
Begriffe: Merkmalstréger:in, Merkmalsauspragung, Variablenwert.
Synonyme: Untersuchungseinheit, Messwert, Merkmalswert, Untersuchungsobjekt.

Beispiel 1.4

Welche der folgenden Aussagen trifft/treffen zu?

(a) Bei kategorialen Variablen kann es sich um Variablen mit Nominalskalenniveau oder
Ordinalskalenniveau handeln.

(b) Bei metrischen Variablen kann es sich um Variablen mit Absolutskalenniveau oder
Ordinalskalenniveau handeln.

(c) Bei metrischen Variablen kann es sich um Variablen mit Intervallskalenniveau,
Verhéltnisskalenniveau oder Absolutskalenniveau handeln.

(d) Die Variablenwerte von Variablen mit Intervallskalenniveau kénnen Zahlen oder Begriffe sein.

Beispiel 1.5
Geben Sie fir jedes der folgenden Skalenniveaus mindestens ein Beispiel an: Nominalskalenniveau,

Ordinalskalenniveau, Intervallskalenniveau, Verhaltnisskalenniveau, Absolutskalenniveau.

Beispiel 1.6
Welche Aussage/n trifft/treffen in Bezug auf die Hypothese ,,Alkoholkonsum auf Partys steigert die

Extraversion® zu?

(a) Alkoholkonsum ist hier die abhdngige Variable (AV).
(b) Alkoholkonsum ist hier die unabhé&ngige Variable (UV).
(c) Extraversion ist hier die abh&ngige Variable (AV).

(d) Extraversion ist hier die unabhéngige Variable (UV).

Beispiel 1.7

Geben Sie jeweils einige Beispiele fir diskrete und kontinuierliche Variablen.
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Beispiel 1.8

Welche Aussage/n trifft/treffen zu?

(a) Diskrete Variablen missen kategorial sein.
(b) Metrische Variablen mussen kontinuierlich sein.
(c) Eine Variable kann gleichzeitig kategorial, diskret und abhangig sein.

(d) Eine Variable kann gleichzeitig diskret, metrisch und abhéngig sein.

Beispiel 1.9

Formulieren Sie eine Hypothese, die eine kategoriale, diskrete und abhéngige Variable beinhilt.

Beispiel 1.10

Formulieren Sie eine Hypothese, die eine metrische, diskrete und unabhéngige Variable beinhélt.

Beispiel 1.11

Beschreiben Sie in eigenen Worten den Begriff ,,Urliste”.

Beispiel 1.12
Wie kann die relative Haufigkeit h(x;) der Messwertauspragung x; aus der absoluten Haufigkeit H (x;)
und der Gesamtanzahl an Messwerten n berechnet werden?

@ h(xj) = H(xj) “n.

(©) h(x;) =H(xj) +n.

(d) h(xj) = H(x]-)/n.
Beispiel 1.13
Gegeben ist die folgende Haufigkeitstabelle, bei der sinnvollerweise bereits alle aufgetretenen
unterschiedlichen Messwertausprdgungen in aufsteigender Reihenfolge angeordnet wurden (zur

einfacheren Darstellung sind fiir diese Ubung nur die ersten vier Zeilen der Tabelle angefiihrt).

Anzahl Liegestiitz Absolute Haufigkeit
5 1
9 2
11 4
12 1

Bemerkung. n = 50.
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Berechnen Sie (a) die absolute kumulierte Haufigkeit sowie (b) die relative kumulierte Haufigkeit der
viertkleinsten Messwertauspragung (d.h. der letzten in der Tabelle noch ersichtlichen
Messwertauspragung). Beantworten Sie schliel}lich noch folgende Frage: (c) Welcher Anteil (in %) der

getesteten Schiler:innen flhrte weniger als 10 Liegestltz durch?

Beispiel 1.14
Berechnen Sie die relative Haufigkeit sowie die absolute und die relative kumulierte Haufigkeit fur die
Héufigkeitstabelle des vorhergehenden Beispiels auch fiir die anderen dargestellten

Messwertauspragungen und erganzen Sie die Tabelle um zwei entsprechende Spalten.

Beispiel 1.15

Welche der folgenden Aussagen trifft/treffen zu?

(@) (Mindestens) 50% der Merkmalstrager:innen haben einen Messwert, der kleiner oder gleich
dem Median ist.

(b) (Mindestens) 50% der Merkmalstrager:innen haben einen Messwert, der groRer oder gleich dem
Median ist.

(c) Bei einer unimodalen, rechtsschiefen Verteilung befindet sich der Median tblicherweise links
vom Mittelwert.

(d) Bei einer unimodalen, rechtsschiefen Verteilung befindet sich der Median tblicherweise rechts

vom Mittelwert.
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Kapitel 2
SPSS. Was ist das und wie kann ich es verwenden?

Nadine Schmer, Stefan E. Huber

Zur Verarbeitung groBer Datenmengen wird heutzutage auf die Hilfe digitaler Computer
zurlickgegriffen. Dazu wird héufig auf statistische Analysen spezialisierte Software wie das
kommerzielle Programmpaket SPSS, das von IBM vertrieben wird, zurtickgegriffen (Blanca et al.,
2018). Auch zur Lésung der in diesem Dokument gesammelten Ubungsbeispiele wird hauptséchlich
(aber nicht ausschliellich) die Software SPSS verwendet. Aus diesem Grund wird in diesem Kapitel

eine Einflhrung in das Programm SPSS gegeben und die grundlegende Bedienung erlautert.

SPSS? Was ist das?

SPSS ist eine kommerzielle Software fiir statistische Datenanalyse. Die Abkiirzung SPSS steht fiir
“Statistical Package for the Social Sciences” und gehért zur IBM-Produktreihe unter dem Namen IBM
SPSS Statistics. Sie wird nach wie vor haufig in Forschung, Bildung und kommerziellen Anwendungen
eingesetzt (Blanca et al., 2018), insbesondere in den Sozialwissenschaften, aber auch in anderen

Disziplinen wie Wirtschaft, Medizin, Marktforschung und der Psychologie.

Die Funktionen von SPSS sind weitreichend, angefangen von Datenmanagement, statistischen
Analysen, Visualisierung bis hin zu Prognosen. AuRerdem gibt es Erweiterungen fiir spezielle
Anwendungen wie Textanalyse und es ist integrierbar mit Programmiersprachen wie Python und R.
Zudem ist SPSS benutzerfreundlich, recht intuitiv, und setzt keine Programmierkenntnisse voraus, was

den Einstieg in die Verwendung der Software zur statistischen Datenanalyse erleichtert.

Allerdings handelt es sich bei SPSS um eine kommerzielle Software. Das heif8t, wer SPSS
verwenden will, muss die Software bzw. eine Lizenz fir ihre Verwendung erst kduflich erwerben. Damit
Sie als Studierende diese zum Erlernen der Verwendung nicht gleich kaufen missen, haben viele
Universitdten entsprechende Lizenzen erstanden, die fur Studierende einen Fernzugriff auf die Software
von zu Hause aus ermdglichen. Fir Studierende der Universitat Graz (Stand: Februar, 2025) ist diese

Maglichkeit im folgenden Abschnitt beschrieben.
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Wie kann man SPSS (von zu Hause aus) verwenden?

Ob fur die Vorbereitung auf die Prasenzeinheiten einer entsprechenden Lehrveranstaltung, die
Vorbereitung auf Priifungen oder Klausuren, oder einfach zum Ausprobieren oder Festigen der eigenen
Kenntnisse, in jedem Fall brauchen Sie als Studierender Zugriff auf SPSS. Die bequemste Mdglichkeit
mag es zwar vielleicht durchaus sein, sich eine relativ gunstige Studierendenlizenz zu kaufen (viele
Universitaten bieten eine solche Mdglichkeit Giber entsprechende Software-Portale), aber zumindest an
der Universitat Graz (und auch vielen anderen Universitaten) ist das nicht notwendig. Als Studierende:r
der Universitat Graz kdnnen Sie SPSS an jedem beliebigen Computer mit Internetverbindung tber den
Terminalserver der Universitdt Graz nutzen. Daflr missen Sie einen sogenannten Fernzugriff

einrichten. Dieser wird im Folgenden fir die Betriebssysteme MS Windows und Mac OS beschrieben.

Fernzugriff auf SPSS fir MS Windows
Fur den Fernzugriff zu SPSS wird eine VPN-Verbindung benétigt. Eine schrittweise Anleitung der

Universitait Graz zur Herstellung einer VPN-Verbindung finden Sie unter: https:/static.uni-

graz.at/fileadmin/uni-it/docs/VVPN Netzzugang unter Windows mit AnyConnect secure.pdf.

Wenn ihr Computer mit dem VPN verbunden ist, besuchen Sie die Website der Universitéit Graz

zu IT-Services fur Studierende unter https://it.uni-graz.at/de/. Hier klicken Sie auf das Feld ,Ich

mochte™. Auf der sich 6ffnenden Seite finden Sie etwas weiter unten die Schaltflache ,,SPSS virtuell

verwenden®, siche Abbildung 2.1. Betatigen Sie diese Schaltflache.

Durch Betétigung der Schaltflache 6ffnet sich eine Seite, lber die Sie Software Uber die
Universitat Graz beziehen kdnnen, und u.a. auch virtuelle Software wie SPSS starten kdnnen. Letzteres

kodnnen Sie tun, indem Sie die Schaltflache ,,virtuelle Software starten betatigen.

Im néchsten Schritt werden Sie gebeten Ihre E-Mail-Adresse (jene, die Sie als Studierende:r der
Universitdt Graz erhalten haben) und Ihr Benutzerkennwort (ebenfalls jenes fur die Universitit Graz)

einzugeben. Diese Aufforderung ist in Abbildung 2.2 gezeigt.
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unilT - Services fiir Studierende

auf einen Blick ALLES relevante zu IT Fragen fiir das Studium

Klick!

Far Gaste
A VPN verwenden

Fur Mitarberterinnen

Software bestellen
Nouigksiten

Servicemeldungen mein Passwort andern
mich in Webmail elntoggen

mit anderen Studis chatten

Moodle verwenden

‘ Office 365 bestellen g

in einer Cloud gemeinsam an Datelen arbeiten

SPSS virtuell verwenden

Abbildung 2.1. Website ,,unilT — Services fiir Studierende* der Universitdt Graz. Hier finden sich

auch Zugang zur Software SPSS ber den sogenannten Fernzugriff.

L!a ‘Web Access flr Remotedesktop

I I Work Resources
RemoteApp- und Desktopverbindung
Hilfe

Sicherheit

Warnung: Wenn Sie sich bei dieser Webseite anmelden

dass dieser Computer dis
Sicherheitsrichtlinien |hrer Organisation erfiillt

Zum Schutz vor unberechtigtem Zugriff tritt fur die
Sitzung von Web Access fur Remotedesktop nach einem
Zeitraum der Inaktivitat automatisch eine
Teituberschreitung sin. Wenn die Sitzung beendst wird
aktualisieren Sie den Browser, und melden Sie sich
erneut an.

E8 Windows Server 2016 Microsoft

Abbildung 2.2. Eingabeaufforderung (E-Mail und Kennwort) fiir den Zugriff auf virtuelle Software.

Nachdem Sie sich angemeldet haben, kénnen Sie zwischen zwei Ordnern auswahlen. Wéhlen
Sie hier den Ordner ,,SPSS“ und anschlieend im sich 6ffnenden Unterordner die Anwendung ,,JBM
SPSS Statistics“. Daraufhin wird eine ausfiihrbare Datei (mit Endung ,,rdp“) heruntergeladen und
typischerweise im Ordner ,,Downloads® abgespeichert. Fiihren Sie diese Datei aus und klicken Sie

anschlieffend auf die Schaltfliache ,,Verbinden®. Daraufhin werden Sie noch einmal gebeten Thre E-Mail-
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Adresse sowie Ihr Kennwort einzugeben. Nach der Eingabe wird der Fernzugriff schliellich gestartet.
Die Einrichtung desselben kann allerdings einige Momente dauern. Sobald der Fernzugriff eingerichtet

ist, 0ffnet sich das Programm SPSS.

Fernzugriff auf SPSS fiir Mac OS
Auf Mac OS bendtigen Sie eine VPN-Verbindung, um SPSS zu starten. Fir eine Schritt-flir-Schritt
Anleitung zur Herstellung einer VPN-Verbindung 6ffnen sie den folgenden Link: https://it.uni-

graz.at/de/anleitungen/detail/?tx _news pil%5Baction%5D=detail&tx news pil%5Bcontroller%5D=

News&tx news pil%5Bnews%5D=99932&cHash=a28185975f10ea776b23360eb7e8fa23.

Wenn ihr Computer mit dem VPN verbunden ist, besuchen Sie die Website der Universitat Graz

zu IT-Services fur Studierende unter https://it.uni-graz.at/de/. Hier klicken Sie auf das Feld fir

»Anleitungen®. Auf dieser Seite geben Sie ,,SPSS“ im Suchfeld ein und filtern Sie bei Betriebssystemen

nach Mac OS wie in Abbildung 2.3 dargestellt.

unilT — Services fiir Studierende

Anisituogen

Anmeldungen zu Open-Book Priifungen auf Moodle

Aufladen Ihres Druckkontos (Guthaben aufbuchen)

Abbildung 2.3. Suchen nach einer Anleitung fur den Fernzugriff auf SPSS fur MacOS.

Die Suche sollte nur in einer Anleitung mit dem Titel ,,RDS (Remote Desktop Services) unter
Mac OS* resultieren. Wihlen Sie diese Anleitung aus. Im sich 6ffnenden Fenster finden Sie einen Link
zu einer ausfuhrlichen Anleitung mit detaillierten Screenshots. Wé&hlen Sie diese Anleitung aus und
befolgen Sie sie Schritt fur Schritt. Dabei kann es sein, dass die in der Anleitung verwendete
Bezeichnung ,,Remote Services* auf Threm System eventuell ,,Add Workspace* heifit (siehe auch
Abbildung 2.4). Im Laufe der Einrichtung des Fernzugriffs wird es auch fir Mac OS (zweimal) nétig

sein, Ihre Kenndaten (E-Mail-Adresse und Kennwort) fur die Universitat Graz einzugeben.
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2.2 Remote-Apps als Feed integrieren

Beim Starten der App ®C @ Microsaft Remate Desktop
Microsoft ~ Remote [ll= # - + ~ Deskiops [N
Desktop d&ffnet sich Deskiop

ein Fenster. Klicken

Sie auf das +-Symbol Eg

und wahlen Sie

Remote  Resources .

dus.

Abbildung 2.4. Es kann sein, dass auf Threm System anstelle der Bezeichnung ,,Remote Resources® (hier
gezeigt) die Bezeichnung ,,Add Workspace* verwendet wird. Lassen Sie sich davon nicht verunsichern

und wiahlen Sie ,,Add Workspace* aus.

Nutzliches im Zusammenhang mit dem Fernzugriff auf SPSS

Beim néchsten Mal, wenn Sie Fernzugriff auf SPSS bendtigen, ist es nicht mehr nétig alle oben
beschriebenen Schritte durchzufiihren. Sobald Sie eine VPN-Verbindung eingerichtet haben, kdnnen
Sie normalerweise einfach die, wie oben beschrieben, heruntergeladene rdp-Datei ausfilhren und der
Fernzugriff sollte gestartet werden. Falls Sie die Datei geléscht haben oder der Fernzugriff wider

Erwarten nicht gestartet wird, fuhren Sie einfach die oben beschriebenen Schritte erneut aus.

Beim Fernzugriff auf SPSS kann es zudem eine Herausforderung sein, auf lokale Dateien am
Computer zuzugreifen. Prinzipiell sollte dies maglich sein. Wenn Sie auf das Symbol zum Offnen neuer
Dateien in SPSS klicken, befinden Sie sich zwar in Ihrem Homeverzeichnis im Universitatsnetzwerk,
Sie sollten aber beispielsweise den lokalen Ordner ,.Dokumente” unter ,Dieser PC\C auf
<Gerdatebezeichnung>\Users\<Benutzername>\Documents* auffinden kénnen. Analog sollte sich der
Ordner ,,Downloads® finden lassen. Sofern vorhanden, kénnen die benétigten Dateien auch auf einen
USB-Stick gespeichert werden, der sich jedenfalls unter den gelisteten, lokalen Laufwerken auffinden

lassen sollte.
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Zugriff auf SPSS in der Lehrveranstaltung ,,Anwendung statistischer Verfahren am Computer*

Die Présenzeinheiten der Lehrveranstaltung ,,Anwendung statistischer Verfahren am Computer* finden
in Computerrdumen statt, die mit Computern ausgestattet sind, auf denen eine lokale SPSS-Installation
vorhanden ist. Das heif3t, in den Prasenzeinheiten kénnen Sie SPSS verwenden, indem Sie einfach in
der Windows-Suchfunktion SPSS eingeben und das daraufhin aufscheinende Programm ,,IBM SPSS

Statistics® starten.

Erstmalige Verwendung von SPSS

Wenn Sie SPSS zum ersten Mal starten (und auch bei jedem weiteren Start, sofern Sie die Option nicht
auswahlen, dass Ihnen das Fenster nicht wieder angezeigt wird), werden Sie von einem Dialogfenster
willkommen geheil3en, in dem Sie u.a. die Option haben, ein neue (leere) Datendatei zu erzeugen oder
kirzlich gedffnete Dateien wieder zu 6ffnen. Zudem finden Sie hier auch Links zu Hilfe- und

Supportseiten oder auch Tutorials im Internet.

P Welcome to IBM SPS5 Statistics %

Mew Files: What's New:

() New Dataset
(& New Database Query

Restore Points: e

@.t\umﬂgcuvery Data Editor VU_Klinische... 'm]'
ies ago

Auto-Recovery Data Editor Datensatz 1 |
Today at 5:48 PM

Reser Fae crce (D
MNormality Analysis provides access to a variety of multivariate and univariate
tests and plot (Analyze > Descriptive Statistics > Mormality Analysis).
Help & Support Tutorials Community
Build with IBM's new studio for foundation
- models. generative Al and machine learning.
Restore Points  Recent Files  Sample Files
—_— . Learn more about watsonx ai
[ Don't show this dialog in the future

Abbildung 2.5. Dialogfenster beim (erstmaligen) Start von SPSS.
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Falls Sie diese Funktionen nicht benétigen, kénnen Sie dieses Fenster einfach schlief3en.
Daraufhin haben Sie eine leere Datendatei im sogenannten Dateneditor vor sich auf dem Bildschirm.
Der Dateneditor ist eines von drei wesentlichen Programmfenstern in SPSS. Bei den anderen beiden
handelt es sich um die sogenannte Syntax und das Ausgabefenster. Jedes dieser Programmfenster ist
auch mit einem eigenen entsprechenden Dateiformat verbunden, die jeweils durch eine eigene
Dateiendung ausgezeichnet sind. SPSS-Datendateien, die sie im Dateneditor erstellen, 6ffnen,
bearbeiten und speichern kdnnen, haben die Endung ,,.sav*“. Syntaxdateien haben die Endung ,,.sps®.
Ausgabedateien haben die Endung ,,.spv*. Keine Sorge, falls das alles noch sehr abstrakt klingt, zu
Funktionalitat und Verwendung der einzelnen Dateiformate bzw. Programmfenster kommen wir bald!
Um sich aber einmal einen ersten Uberblick Gber die einzelnen Fenster zu verschaffen, konnen Sie
einfach einmal eine neue Syntaxdatei unter File >> New >> Syntax sowie eine neue Ausgabedatei unter
File >> New >> Output 6ffnen. (Neue leere Dateien dieser beiden Arten werden Sie im Regelfall nur
selten brauchen, wie wir unten noch sehen werden, aber um einmal ein bisschen mit der Software

vertraut zu werden, schadet es nicht, sich einmal ein bisschen umzuschauen.)

Womadglich haben Sie bemerkt, dass in der vorhergehenden Anleitung, um die beiden Fenster
zu 6ffnen, die englische Sprache verwendet wurde. Da sehr viele Tutorials und Literatur, auf die Sie im
Internet Zugriff haben, auf Englisch zur Verfligung stehen und es sich dabei um wesentlich mehr
Ressourcen zur Unterstiitzung handelt als Sie auf Deutsch finden kénnen, empfiehlt es sich SPSS gleich
von Anfang an in englischer Sprache zu nutzen (es kann sein, dass Uber den Fernzugriff bereits die
englische Sprachversion bereitgestellt wird). Daher empfiehlt es sich die Sprache gleich bei der ersten
Verwendung umzustellen. Hierzu klicken Sie oben links in der Ecke auf ,, Bearbeiten* und dann auf das
unterste Feld ,,Optionen®. Dann wihlen Sie im Reiter Sprache, sowohl fiir die Ausgabe als auch fur die

Benutzerschnittstelle Englisch aus.

Trotz der Umstellung der Sprache auf Englisch bleibt allerdings das Dezimaltrennzeichen in
SPSS bei Ein- und Ausgabe ein Komma, in der Syntax wird es hingegen als Punkt dargestellt. In der
englischsprachigen Literatur ist es allerdings ublich als Dezimaltrennzeichen (fast) durchwegs einen
Punkt zu verwenden, wéhrend ein Komma ein sogenanntes Tausendertrennzeichen darstellen kann. Um

etwaige Verwirrungen diesbeziglich gleich von Anfang an zu vermeiden, empfiehlt es sich auch diese
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Einstellung des Dezimaltrennzeichens gleich zu Beginn zu vereinheitlichen. Dazu kann gleich das

bereits gedffnete Syntaxfenster genutzt werden.

Wihlen Sie dazu dieses Fenster aus und schreiben Sie in die erste Zeile (ohne den
Anflihrungszeichen): ,,*Set locale to English (dot as decimal separator).*“ Achten Sie dabei darauf, den
Stern am Beginn und den Punkt am Ende nicht zu vergessen. Schreiben Sie dann in die nichste Zeile
et locale 'en_us'.“. Beachten Sie hierbei, dass Sie wiederum den Punkt am Ende sowie die
eingestrichenen Anfiihrungszeichen innerhalb der Zeichenfolge nicht vergessen. Ihr Syntaxfenster sollte
dann so wie in Abbildung 2.6 links aussehen. Markieren Sie nun die beiden Zeilen (prinzipiell geniigt
es die zweite Zeile zu markieren) und klicken Sie auf die griine ,,Abspielen“-Taste wie in Abbildung 2.6
rechts dargestellt. Daraufhin werden die Kommandos in den markierten Zeilen ausgefiihrt und falls Sie
dieser Anleitung bis hierher gefolgt sind: Gllickwunsch, Sie haben gerade lhr erstes eigenes Programm
in der SPSS-eigenen Programmiersprache SPSS Syntax geschrieben! Was Sie da genau gemacht haben,
wird im néchsten Abschnitt noch etwas weiter erldutert. Sie kénnen aber dieses Erfolgserlebnis jetzt
sofort damit feiern, dass Sie Ihr erstes Programm im Syntax-Fenster unter File >> Save As... an einem
Speicherort und mit einem Dateinamen Ihrer Wahl abspeichern. Wir werden im Rahmen der Ubungen
nur selten (wenn Uberhaupt) direkt etwas im Syntax-Editor programmieren, aber wir werden diesen
haufig nutzen, um unsere Analysen zu dokumentieren. Darauf wird im ndchsten Kapitel noch genauer

eingegangen.

(A 7 @@® —| xm Qesrch sovicmon |
jLl*Set locale to English (dot as decimal separator).
“ Plllset locale 'english'.
Mit einem Linksklick auf
diese Taste werden die
markierten Zeilen

ausgefuhrt

Abbildung 2.6. Ein erstes Programm in der SPSS-eigenen Programmiersprache!
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SPSS Syntax und Syntaxdateien

Der Syntax-Editor wird zum Erstellen und Bearbeiten von Programmen in der SPSS-eigenen
Programmiersprache SPSS Syntax verwendet. Prinzipiell kann jede Analyse (und iberhaupt alles, was
man mit SPSS machen kann) durch Eingabe entsprechender Kommandos und deren Ausfuhrung im

Syntax-Editor durchgefuhrt werden.

Der Syntax-Editor ist wie folgt aufgebaut. Links befindet sich der Navigationsbereich, in dem
zwischen den einzelnen bereits eingegebenen Syntax-Befehlen hin- und hergesprungen werden kann.

Rechts ist der Bereich, in dem die SPSS-Kommandos eigegeben werden kdnnen.

Sémtliche SPSS-Kommandos miissen mit einem Punkt (,,.*) abgeschlossen werden. Zeilen, die
mit einem Stern (,,**) beginnen, werden von SPSS als Kommentare interpretiert und bei der Ausfiihrung
ignoriert. Kommentare dienen lediglich menschlichen Nutzer:innen, um den Programmcode zu
erlautern. Auch bei Kommentaren zeigt ein Punkt am Ende SPSS an, dass der Kommentar zu Ende ist.
Alternativ kann nach einem Kommentar auch eine Leerzeile gelassen werden. Durch Klicken auf das
griine ,,Abspielen“-Symbol werden markierte Zeilen ausgefiihrt. Kommentare werden dabei ignoriert

(und kdnnen also einfach mitmarkiert werden).

Uber Edit >> Options gelangen Sie zu den Optionen und kénnen im Reiter Syntax Editor (siehe
Abbildung 2.7) u.a. einstellen, welche Farbkodierung Sie flir verschiedene Teile der Syntax bevorzugen.
Hier wird empfohlen die Farbe zur Darstellung von Kommentaren auf eine sichtbarere als hellgrau zu

andern, welche als Standard eingestellt ist.

Zudem wird zwecks besserer Lesbarkeit auch empfohlen, den im Syntax-Editor verwendeten

Font unter View >> Fonts... auf Courier New zu andern.

SPSS Ausgabefenster

Im sog. SPSS-Viewer (Ausgabefenster) werden Ergebnisse in tabellarischer oder grafischer Form
ausgegeben. S&mtliche Tabellen und Grafiken sind prinzipiell bearbeitbar. Dieses Fenster werden wir
spater bei den einzelnen Analysen noch im Detail besprechen. Aktuell sollte es noch sehr leer aussehen,
da wir noch keine Datenverarbeitungen durchgefiihrt haben, bei denen etwas (z.B. Resultate von
Signifikanztests) auszugeben war.
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®

General Language Viewer Data Curency Output Charts PivotTables File Locations Scripts Multiple Imputations = Syntax Editor

Syntax Color Coding Auto-Complete Settings
Display syntax color coding Automatically display the auto-complete control
commands B+ u [H-]
Indent size (spaces): -
Subcommands B £ U El L
Gutter
Keywords B ¢ u -]
[ Display line numberin,
Values B 7 u [] Py e i !
Display command spans
Comments B 7 U l:l <
Quotes B 7 U El
Error Color Coding Panes
Display validation color coding Display the navigation pane
Commands e - u -] Automatically open Error Tracking pane when errors are found
u

El [] Optimize for right to left languages

Within commands B 1

Paste syntax from dialogs After last command v

Abbildung 2.7. Einstellungen fiir den Syntax-Editor. Der rote Pfeil zeigt an, wo die Farbe geédndert

werden kann, in der Kommentare dargestellt werden.

Der SPSS Daten-Editor

Der Daten-Editor 6ffnet sich per Voreinstellung mit einer leeren Datendatei, sobald Sie SPSS 6ffnen
(und dabei nicht bereits eine vorhandene Datendatei ausgewdhlt haben). Im Daten-Editor kdnnen
Datendateien erstellt, gedffnet, eingesehen, Daten geandert und Variablendefinitionen vorgenommen
werden. Sie kdnnen mit SPSS mehrere Datendateien gleichzeitig 6ffnen. Dabei ist zu beachten, dass
SPSS immer nur mit dem aktuell aktiven Datensatz arbeitet. Dieser ist an einem (sehr) kleinen roten

Plus-Symbol tiber dem SPSS-Icon (in der oberen linken Ecke) zu erkennen, siehe Abbildung 2.8.

Der Daten-Editor enthalt wiederum zwei Modi zur Ansicht von Daten: die sog. Datenansicht
und die Variablenansicht. Zwischen diesen beiden Ansichten kénnen mit den beiden Schaltflachen unten
links hin- und herwechseln, siehe Abbildung 2.8. Ab Version 30 von SPSS gibt es auch noch einen

Ubersichtsmodus, auf den hier nicht weiter eingegangen wird.

Variablenansicht. In der Variablenansicht werden die Eigenschaften der Variablen, die im
Datensatz enthalten sind, dargestellt bzw. definiert (siehe nachster Abschnitt). In unserem Fall ist die
Variablenansicht noch leer (Abbildung 2.8), da noch keine Daten eingegeben wurden bzw. die Variablen

noch nicht definiert sind.
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Aktive
Datendatei

Wechseln
zwischen
Ansichten

Ciata Vs Virlable View

Abbildung 2.8. Eine gedffnete, wenn auch noch sehr (ibersichtliche Datendatei. Dass dies die aktuell
aktive Datendatei ist, erkennt man am roten Plus-Symbol oben links. Aktuell befinden wir uns in der
Variablenansicht (dunkel hinterlegter Hintergrund). Zur Datenansicht konnen wir mit der

entsprechenden Schaltflache unten links umschalten.

Datenansicht. Abbildung 2.9 zeigt die Datenansicht unserer noch leeren Datendatei. Jede Zeile
ist jeweils ein Fall (oder eine Beobachtung oder eine Person). Jede Spalte ist jeweils eine Variable (oder
ein Messwert). Das bedeutet, alle Informationen zu einem Fall (einer Person) befinden sich in derselben
Zeile und die Variablenauspragungen aller Personen in Bezug auf eine Variable befinden sich jeweils

in derselben Spalte.

Dateneingabe

Variablen in SPSS konnen entweder hdndisch in der Datenansicht eingetippt oder aus anderen
Datenguellen (Textdateien, MS Excel-Dateien, Datenbanken, etc.) importiert werden. Aber ganz gleich
woher man diese Daten hat, in jedem Fall ist es wichtig diese Variablen zu definieren und deren

Eigenschaften festzulegen.

Dazu benétigt man die Variablenansicht. Zur Erklarung der mdglichen Eigenschaften werden
hier die in Abbildung 2.10 bereits vordefinierten Variablen verwendet. Insgesamt liegen 6 Variablen
vor. Jede Variable wird mit ihren Eigenschaften entlang einer Zeile dargestellt. Zur Einsicht oder
Anderung der Eigenschaften klickt man mit der Maus (links) in die jeweilige Zelle in der
Variablenansicht.
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43 Urtitied [DataSen) - IBM SPSS Statistics Data Editor - o X

e Edt View Data Transiom Anslyze Graphs  Utiities Extensions Window Help

] = B BE MRk

Visible: 0 of 0 Variables

Data View Varisbls View

1BM SPSS Statistics Processor is raady H Unicode:ON | Ciassic [ |

Abbildung 2.9. Eine ebenfalls noch sehr (ibersichtliche Datenansicht.

Im Folgenden sind die einzelnen Variableneigenschaften kurz erldutert. Vorweg: Sie missen
die Details dieser Erlauterungen nicht auswendig lernen. Wir werden im Rahmen dieses Ubungsbuchs
noch mit sehr vielen Datendateien zu tun haben, so dass lhnen die wichtigsten Eigenschaften alleine
durch die Ubung gelaufig werden werden. Es schadet aber nicht, einige Details hier in einer Ubersicht

versammelt zu haben.

+\,.P Kap2UE6.sav [DataSet9] - IBM SPSS Statistics Data Editor

File Edit View Data Transform Analyze Graphs  Utilities Extensions Window Help

Lg] g ? e ﬁ B % j 1 Bl ( ‘\i' E Q, Search application

Name Type Width  Decimals Label Values Missing Columns Align Measure Role

1 Code String 10 0 Proband.innen-... None None 8 = Left &> Nominal ® Both
2 Sprache String 1 0 FlieBend gespr... {1, Deutsch}... None 8 = & Nominal ® Both
3 Geschlecht  Numeric 1 0 Geschlechterzu_. {1, weiblich} . None 8 = &b Nominal ® Both
4 Alter Numneric 3 0 Alterin Jahren ~ None None 8 & Scale ® Both
5 Groke Numeric Fi] 0 Korpergroie in ... None MNone 8 & Scale ® Both
6 G_score Numeric 3 0 Intelligenzscore  None None 8 = Right & Scale ® Both
7

8

9

Abbildung 2.10. Beispiel fir eine Datendatei in der Variablenansicht.

Name. In der ersten Spalte der Variablenansicht steht der VVariablenname. Beim Benennen von
Variablen sollte man allerdings einige Regeln beachten. Der Name der Variable muss eindeutig sein;
doppelt vorkommende Namen innerhalb einer Datendatei sind nicht zul&ssig. Variablennamen mssen

mit einem Buchstaben beginnen. Es gibt allerdings einige SPSS-interne Ausnahmen, die mit einem ,,@",
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2, oder ,,$ beginnen kénnen. Dabei handelt es sich um Variablen, die von SPSS (etwa im Rahmen
bestimmter Verarbeitungsschritte) erzeugt wurden. Variablennamen dirfen keine Leerzeichen
enthalten. Variablennamen diirfen nicht langer als 64 Zeichen sein. Variablennamen sollten nicht mit
Punkt oder Unterstrich enden (aber innerhalb eines Namens ist das durchaus in Ordnung). Reservierte
Schlisselwérter (z.B. ,,ALL®, ,,AND*, ,BY*, ,EQ*, ,GE*, ,GT*, ,LE“, LT ,NE* ,NOT*, ,,OR",

»TO% L, WITH®) kdnnen nicht als Namen verwendet werden.

Type. In der zweiten Spalte wird die Art einer Variablen definiert. Hierbei kann zwischen 9
verschieden Typen gewdhlt werden. Am haufigsten werden die beiden Arten Numeric (Dezimalzahl)
und String (Zeichenkette bzw. Symbolfolge) verwendet. Die ibrigen Variablentypen kdnnen bei Bedarf

in der Dokumentation unter https://www.ibm.com/docs/sv/spss-statistics/beta?topic=tab-variable-type

nachgelesen werden.

Width. Width bezeichnet die Variablenbreite; d.h. die Anzahl der Zeichen, die die Auspragungen
der Variablen maximal umfassen darf. Eine Variablenbreite von 10 heit demnach, dass in der

Datenansicht eine Variable maximal 10 Zeichen lang sein darf.

Decimals. Diese Spalte gibt an, wie viele Dezimalstellen eine Variable hat. In diesem Beispiel
(Abbildung 2.13) haben alle Variablen 0 Dezimalstellen, es handelt sich also ausschlieBlich um ganze

Zahlen ohne Nachkommastellen.

Label. Das Label einer Variablen ist eine zentrale Eigenschaft. Sie dient der Beschreibung der
Variablen und die Definition dieses Labels erleichtert die weitere Arbeit mit den Daten ungemein.
Variablenlabel konnen Leerzeichen und reservierte Zeichen enthalten, die in Variablennamen nicht
zuldssig sind. Bei Fragebogendaten wird beispielsweise empfohlen unter Label den exakten Wortlaut
des jeweiligen Items einzugeben. So kann man spéter bei der Datenanalyse jederzeit schnell
nachschauen, was genau mit einem bestimmten Item erfragt wurde (z.B. ,Naturschutz ist mir sehr

wichtig” bei einem Fragebogen zur Naturschutzakzeptanz).

Values. Sie koénnen jedem Wert einer Variablen ein beschreibendes Wertelabel (also eine
Beschreibung) zuordnen. Das wird hauptsdchlich verwendet, wenn die Datendatei numerische Codes
zur Darstellung nominaler Kategorien benutzt (zum Beispiel die Zahlen 1 und 2 fir ,,weiblich* und
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»méannlich®). Einzelne Werte und deren Labels kdnnen in dem Fenster, das sich nach Klicken auf die
entsprechende Zelle unter Values 6ffnet, mit dem Plus-Symbol hinzugefiigt werden und mit dem Kreuz-

Symbol wieder entfernt werden, siehe Abbildung 2.11.

Values Missing Columns Align Measure
13 Value Labels *

Spelling...

Value Labels:
Value Label .
1.00 weiblich
; | [x]
| oK | Reset || Cancel || Help |

Abbildung 2.11. Hinzufuigen von Werten flr kategoriale Variablen.

Missing. Hier kdnnen bestimmte Datenwerte als benutzerdefiniert fehlende Werte deklariert
werden. Datenwerte, die als benutzerdefiniert fehlende Werte angegeben sind, werden zur
Sonderbehandlung gekennzeichnet und von den meisten Berechnungen ausgeschlossen. Man kann
entweder bis zu drei diskrete (einzelne) fehlende Werte (z.B. 99 oder -1), einen Bereich fehlender Werte

oder einen Bereich und einen diskreten Wert eingeben.

Columns. Diese Eigenschaft bezeichnet die Spaltenbreite; dabei handelt sich ausschlieRlich um

eine Sache der visuellen Darstellung der Datenansicht. Unabhéngig davon, wie viele Zeichen eine
Variablenausprdgung maximal umfassen darf (unter Width), kann die Breite der Spalte groRer oder

kleiner sein.

Align. Auch diese Einstellung dient bloR der visuellen Darstellung in der Datenansicht. Hier

kann ausgewahlt werden, ob Daten links, rechts oder mittig im Feld ausgerichtet sein sollen.

Measure. Die Eigenschaft Measure bzw. Skalenniveau hat zentralen Charakter fur die

Variablendefinition. Hier ist das Skalenniveau der Variablen einzustellen, also ob eine Variable metrisch
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(scale), ordinal oder nominal skaliert ist. Im Gegensatz zur grundsatzlichen Bedeutung des Begriffs in
der Statistik fasst SPSS mit dem Begriff scale Intervallskalenniveau, Verhéltnisskalenniveau, und
Absolutskalenniveau in eine Kategorie zusammen. Entscheidend ist also lediglich, ob eine Variable

mindestens Intervallskalenniveau aufweist.

Role. Manche Dialogfelder unterstiitzen vordefinierte Rollen, die zur VVorauswahl von Variablen
zur Analyse verwendet werden kénnen. Wenn Sie eines dieser Dialogfelder 6ffnen, werden in der/den
Zielliste/n automatisch Variablen angezeigt, die die Rollenbedingungen erfullen. Standardmé&Rig wird
allen Variablen die Rolle Input zugewiesen. Manche Autoren (Bihner & Ziegler, 2017) empfehlen, fiir
alle Variablen die Rolle ,Both* zu vergeben, da jede Variable so gut wie immer sowohl als UV als auch

als AV fungieren kann.

Existierende Datendateien 6ffnen

SPSS-Datendateien. Beim Offnen von Dateien ist zu beachten, dass man iiber das Ordner-Symbol
(Abbildung 2.12) in den Menis der Programmfenster nur denselben Dateityp 6ffnen kann, der dem
gerade verwendeten Programmfenster entspricht. Das bedeutet, dass Uber das Ordnersymbol im
Dateneditor nur andere Datendateien gedffnet werden kénnen, tiber das Ordnersymbol im Syntax-Editor
nur Syntax-Dateien und tiber das Ordner-Symbol im Ausgabefenster nur Ausgabedateien. Uber File >>
Open lassen sich aber aus jedem Programmfenster alle anderen SPSS-Dateitypen 6ffnen, indem man

auswahlt, welchen Dateityp man 6ffnen mdchte.

Externe Dateitypen. Mit SPSS lassen sich aber auch Daten einlesen, die in anderen Dateiformaten
vorliegen. Um beispielsweise MS Excel Dateien einlesen zu kdnnen, kdnnen Sie wie folgt vorgehen.
Klicken Sie zuerst auf File >> Open >> Data... und wéhlen Sie anschlieRend in dem sich 6ffnenden
Fenster unter Files of type ,,Excel: (*.xls, *.xIsx, *xlsm)*“ aus. Danach werden ihnen nur mehr Excel
Dateien angezeigt. Wahlen Sie die gewiinschte Datei und klicken Sie auf Open. Nach dem Importieren
ist es meist noch klug, die Eigenschaften der Daten in der Variablenansicht zu Giberpriifen und falls nétig
anzupassen. Zudem empfiehlt sich diese neue und gegebenenfalls erganzte SPSS-Datendatei dann
zusétzlich zur existierenden MS Excel Datei abzuspeichern, um Sie fur spéter (und fur eine in jedem

Fall empfehlenswerte Dokumentation) verfligbar zu haben.

51



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

File Edit View Data Transform Analyze Graphs

\ = I e 0 e !

M - Pagg AMNF -.0564
< & Laufnummer & Para_AMF
1 1 -3.465
2 Ordner-Symbol 5 4177
3 3 -T2
4 4 -2.454
5 5 I76

Abbildung 2.12. Offnen von Dateien mittels des Ordner-Symbols.

Auch CSV-Dateien kdnnen mit dem gleichen Prinzip in SPSS importiert werden. Bei CSV-
Dateien (CSV steht fiir ,,comma separated values®) handelt es sich um ein Dateiformat, dem sie in der
Praxis statistischer Datenverarbeitung recht haufig begegnen kénnen, weil es sich dabei um ein sehr
einfaches (und damit auch robustes, d.h. eher wenig fehleranfalliges) Dateiformat handelt. Um eine
solche Datei in SPSS zu importieren, missen Sie bei ,Files of type“ die Option ,,CSV (*.csv)“
auswdahlen. Bei diesem Dateientyp 6ffnet sich nach Auswahl der Datei ein weiteres Fenster (ein sog.
Import-Assistent, d.h. ein kleines Programm, das uns beim Einlesen der Daten aus diesem Dateiformat
hilft). Als erstes wird abgefragt, ob die Datei ein vordefiniertes Design aufweist. Falls wir (iber kein
vorgefertigtes Design verfiigen, wihlen wir hier ,,No* und klicken dann auf ,Next“. Danach wird
abgefragt, ob Variablenwerte mit einem definierten Symbol (z.B. einem Komma) oder durch einen
bestimmten Abstand (z.B. vier Leerzeichen) getrennt sind. Zudem ist es wichtig zu wissen, ob die erste
Zeile Variablenbezeichnungen enthélt oder die Datei sofort mit einer Auflistung von Variablenwerten
beginnt. SchlieRlich muss das verwendete Dezimaltrennzeichen eingegeben werden. Haben wir alle
notigen Informationen angegeben, konnen wir wieder auf ,,Next™ klicken. Es folgen einige weitere
Fragen. In welcher Zeile beginnt die Auflistung der Variablenwerte? Entspricht jede Zeile einem Fall
(z.B. einer Person oder einer Beobachtung aller Messwerte flr eine Person)? Wollen wir nur einen
bestimmten Teil der Datendatei einlesen? Im néchsten Fenster wéhlen wir das Trennzeichen zwischen
einzelnen Variablenwerten aus und geben an wie Zeichenfolgen gekennzeichnet sind (etwa durch ein-
oder zweigestrichene Anfiihrungszeichen). Hier kénnen wir auch angeben, ob Zeichenfolgen, die

Leerzeichen ganz zu Beginn oder ganz am Ende beinhalten, um diese Leerzeichen bereinigt werden
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sollen. Im néchsten Fenster kdnnen wir noch neue Variablennamen wahlen, falls wir das méchten. Im
anschlieenden Fenster kénnen wir dann entscheiden, ob wir diese Prozedur als Design abspeichern
wollen, um sie beim néchsten Mal, wenn wir eine Datei dieses Formats einlesen, nicht mehr durchfiihren
zu mussen (das Design kann dann im ersten Schritt ausgewahlt werden, siehe oben). Wir kénnen uns
auch entscheiden, die einzelnen Schritte in unsere Syntax-Datei einzufugen. Dadurch wird in unsere
Syntaxdatei der Programmcode eingefligt (falls wir keine Syntaxdatei getffnet haben, wird eine neue
erzeugt), der der gesamten Prozedur entspricht, die wir soeben durch Point-and-Click in den einzelnen
Fenstern ausgewahlt haben. Wenn wir diesen Code markieren und ausfiihren, wird die CSV-Datei

eingelesen.

Verschiedene Datendateien zusammenfuhren

Sollen Daten aus mehreren SPSS-Datendateien in einer Datei zusammengefiigt werden, sind dabei
grundsétzlich zwei Falle zu unterscheiden. Entweder méchte man neue Félle (in der Regel neue
Personen) zu bereits existierenden hinzufiigen, oder eine Datei um neue Variablen, die von denselben
Personen stammen, ergénzen. In beiden Fallen wird aber empfohlen zum Zusammenfiihren der Daten
die entsprechenden Funktionalitaten von SPSS zu verwenden und nicht handisch tiber Copy-Paste Daten
von einer Datei in eine andere kopieren. Letzteres ist gerade bei groBeren Datenmengen fehleranfallig
und die Gefahr ist grof3, dass fehlerhafte Dateneintrdge unbemerkt in allen weiteren Auswertungs-

schritten weiterverwendet werden.

Hinzufuigen von weiteren zu bereits existierenden Féallen

Dies ist z.B. der Fall, wenn es zwei Datendateien gibt, die dieselben Variablen enthalten, aber Daten
von unterschiedlichen Personen. In Abbildung 2.13 sind zwei getffnete Datendateien gezeigt, die in den
ersten sechs Zeilen der Variablenansicht dieselben Variablen enthalten. In den Zeilen 7 — 9 sind in der

oberen der beiden Dateien weitere Variablen enthalten, die in der anderen Datei fehlen.
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13 Kap2UEB.sav [DataSetd] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

18 0 e~ B A BE 1R ]

Name Type Width | Decimals Label Values Missing Columns Align Measure Role
1 Code String 10 0 Proband:innen-... None None 8 = Left &> Nominal ® Both
2 Sprache String 1 0 FlieBend gespr... {1, Deutsch}... None 8 E Left & Nominal ® Both
3 Geschlecht  Numeric 1 0 Geschlechterzu... {1, weiblich}... None 8 = Right &> Nominal ® Both
4 Alter Numeric 3 0 Alterin Jahren ~ None None 8 = Right & Scale ® Both
5 GroRke Numeric 5 0 KoérpergroRe in ... None None 8 = Right & Scale ® Both
6 G_score Numeric 3 0 Intelligenzscore  None None 8 = Right & Scale ® Both
7 | Ma_score Numeric D 0 Mathematikscore None None 12 = Right & Scale ® Both
8 St_score Numeric 3 0 Statistikscore None None 12 = Right & Scale ® Both
9 Note Numeric 8 0 Schulnote None None 12 = Right 4 Ordinal ® Both

\f& Kap2UE6.sav [DataSet9] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

He DewFEL A BE o1 Qe Rormor |

Name Type Width  Decimals Label Values Missing Columns Align Measure Role

1 Code String 10 0 Proband:innen-... None None 8 EE Left & Nominal ® Both
2 Sprache String 1 0 FlieBend gespr... {1, Deutsch}... None 8 = Left & Nominal ® Both
3 Geschlecht Numeric 1 0 Geschlechterzu... {1, weiblich}... None 8 = Right & Nominal ® Both
4 Alter Numeric 3 0 Alterin Jahren  None None 8 = Right & Scale ® Both
5 GroRke Numeric 5 0 KorpergroBe in ... None None 8 3= Right & Scale ® Both
6 G_score Numeric 3 0 Intelligenzscore  None None 8 = Right & Scale ® Both
7

o

Abbildung 2.13. Ausschnitte aus zwei ge6ffneten Datendateien.

Zunachst muss gepruft werden, ob die Variablen, die in beiden Dateien vorkommen auch
tatsachlich dasselbe erfasst haben und deshalb auch dieselben Eigenschaften in beiden Dateien haben
(Name, Typ, Breite, Skalenniveau etc.). Die Variableneigenschaften konnen falls nétig entweder einzeln
manuell oder auch fiir ganze Spalten auf einmal mittels Copy & Paste angepasst werden. Dazu kann
eine Eigenschaft der gewdnschten Variablen in der Datei, in der die Eigenschaften bereits korrekt
eingegeben sind, markiert werden, auf die Auswahl ein Klick mit der rechten Maustaste getatigt und
anschlielend Copy ausgewahlt werden. In der Datei, in der diese Eigenschaften gedndert bzw. angepasst

werden sollen, kénnen die Eingaben durch den entsprechenden Prozess mittels Paste einfugt werden.

Wenn alle Variablen, die in beiden Datendateien vorkommen, mit den Kkorrekten
Variableneigenschaften ausgestattet sind, kommt man zum eigentlichen Zusammenfiigen. Dazu wird im
Meni Data >> Merge Files >> Add Cases ausgewahlt und im Dialogfenster die zusammenzufiihrenden
Dateien ausgewahlt. Dadurch werden Falle aus einer anderen Datei dem bestehenden Datensatz

hinzugefugt.
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Select a dataset from the list of open datasets or from a file to merge with the active dataset
® An open dataset
Merging_1.sav[DataSets)

(O An external SPSS Statistics data file

Mon-SPSS Statistics data files must be opened in SPSS Statistics before they can be used as part of a merge.

| Cancel || Help |

Abbildung 2.14. Falle zu einer bestehenden Datendatei hinzufugen.

Im néchsten Schritt (Abbildung 2.14) ist die Datei auszuwahlen, aus der die Daten hinzugefugt
werden sollen (diese Datei bleibt bestehen, die Falle werden lediglich kopiert). Am einfachsten geht es,
wenn die Datei, aus der man Daten kopieren mdchte, bereits gedffnet ist. Aber auch nicht getffnete

Datendateien kénnen Uber ,,An external SPSS Statistics data file*“ ausgewahlt werden.

Nach Klicken auf Continue scheinen Variablen, die nicht in beiden Dateien vorkommen, im
Feld ,,Unpaired Variables* auf, siche Abbildung 2.15 links. Wenn Sie diese Variablen ebenfalls in der
neuen Datendatei haben moéchten (sie werden dann lediglich fir einige Félle keine Variablenwerte
aufweisen), markieren Sie sie, klicken auf den Pfeil zwischen den beiden Feldern und schlieBlich auf
OK. Das linke Feld ist dann leer und im rechten Feld unter ,,Variables in New Active Dataset* sind alle
Variablen aufgelistet, die in der neuen Datendatei enthalten sein sollen, siehe Abbildung 2.15 rechts.
Wenn in dem Feld ,,Unpaired Variables“ von Beginn an keine Variablen enthalten sind, bedeutet es nur,
dass bereits in beiden Datendateien ausschlieBlich dieselben Variablen mit denselben Eigenschaften
vorliegen. Kontrollieren Sie zum Schluss, ob alle Variablen vorhanden sind, die in den neuen Datensatz

Ubernommen werden sollten.

Speichern Sie anschlieRend die resultierende Datendatei unter einem neuen Dateinamen ab! Das
ist insbesondere deshalb wichtig, weil die neuen Félle durch die oben beschriebene Prozedur in die
bereits gedffnete Datendatei hinzugefligt werden. Wenn sie diese dann unter demselben Namen

abspeichern, haben sie ihre originale Datendatei Uberschrieben und das Original verloren!
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Unpaired Variables Variables in New Active Dataset: Unpaired Variables: Variables in New Active Dataset:
Ma_score(+) Code> Code> ~
MNote(+) Sprache< Sprache<
St_score(+) Geschlecht Geschlecht

- Alter IZ Alter
Grilte Grofie
G_score Pa G_score
Ma_score(+)
Note(+)
St_score(+) v
|:| Indicate case source as vanable: D!ndicate case source as variable:
(*)=Active dataset ("JFActive dataset
(+)=DataSet5 (+)=DataSet5s

Help | | Paste || Reset Cs’l-:el” Help |

| Paste || Reset || Cancel

Abbildung 2.15. Ubernehmen von ,,unpaired variables*.

Neue Variablen zu einem bestehenden Datensatz hinzufligen

Dies findet z.B. Einsatz, wenn Sie bei denselben Personen zu zwei Zeitpunkten Variablen erhoben haben
(entweder unterschiedliche Variablen oder als klassische Messwiederholung dieselben Variablen, die
dann aber in den beiden Datendateien unterschiedliche Variablennamen haben missen). Wenn zum
Beispiel bei einer Studie einmal ,vor Ort“ Daten erhoben wurden und danach zusétzlich ein
Onlinefragebogen auszufiillen war, sodass zwei Datendateien mit unterschiedlichen Variablen, aber fiir

dieselben Personen resultieren.

Damit das Zusammenfiigen der beiden Dateien funktioniert, missen beide eine Variable
beinhalten, durch die Variablenwerte aus beiden Dateien eindeutig jeweils derselben einzelnen Person
zugewiesen werden kodnnen. Dabei kann es sich um jede Art eines eindeutigen persénlichen Codes
handeln, der in SPSS als Schlisselvariable bzw. Key-Variable bezeichnet wird. Diese Variable muss in
beiden Datendateien exakt dieselben Eigenschaften und fiir jede einzelne Person dieselbe Auspragung

haben.

Aulerdem mussen beide Datendateien nach dieser Schlusselvariable aufsteigend sortiert sein.
Dieses Sortieren kann entweder als erster Schritt manuell erfolgen (muss es aber nicht, siehe unten),
indem in beiden Datendateien in der Datenansicht die Spalteniiberschrift mit der rechten Maustaste

angeklickt und im Kontextmeni Sort Ascending (=aufsteigend sortieren) gewahlt wird. Nach dem

56



Kapitel 2: SPSS. Was ist das und wie kann ich es verwenden?

Umsortieren sollten beide Datendateien gespeichert werden (sonst findet das anschlieende

Zusammenfiigen teilweise mit den unsortierten Daten vor der Speicherung statt).

Uber Data >> Merge Files >> Add Variables gelangen Sie zu dem in Abbildung 2.16 gezeigten Fenster
zur Definition der Methode zum Zusammenfiigen der Dateien. VVoreingestellt ist hier ,,One-to-one merge
based on key values“ und diese Option ist fast immer die beste Wahl. AuRerdem ist die Option ,,Sort
files by key values before merging* auch voreingestellt. Dadurch werden die Falle in beiden
Datendateien vor dem Zusammenfugen nach der Schlusselvariable sortiert. In dem in Abbildung 2.16
gezeigten Beispiel stehen im Feld mit der Uberschrift ,,Key Variables* mehrere Variablen. Dies sind
alle Variablen, die in beiden Datendateien vorkommen. An dieser Stelle muss die Variable gewdhlit
werden, die als Schliisselvariable fiir das Zusammenfiigen herangezogen werden soll. In diesem Falle
ist es die Variable ,,Code“. Nach dem Zusammenfiigen kontrollieren Sie die Variablen nochmals, um
sicherzugehen, dass alles richtig funktioniert hat und speichern die resultierende Datei wieder unter

einem neuen Dateinamen ab.

Merge Method /ariables

(O One-to-one merge based on file order
® One-to-one merge based on key values

0 One-to-many merge based on key values

Select Lookup Table
@)
@]

*Active dataset

For a merge based on key values, files must be sorted in
order of the key values
[+] Sort files by key values befare merging

Key Vanables:

&4 Code -
&4 Sprache

& Geschlecht ~

@ Use the Variables tab to add or remove key variables

‘ Paste || Reset || Canc:el” Help ‘

Abbildung 2.16. Hinzufligen neuer Variablen zu einem bestehenden Datensatz.
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Ubungsaufgaben

Wir

werden nun all die in diesem Kapitel beschriebenen Inhalte an einer Reihe von Ubungsbeispielen

illustrieren.

Beispiel 2.1

Stel

Dez

len Sie einen Fernzugriff zu SPSS her. Stellen Sie die Sprache auf Englisch um. Andern Sie das

imaltrennzeichen in Ein- und Ausgabe von einem Komma auf einen Punkt mit einer entsprechenden

Syntaxdatei. Speichern Sie die Syntaxdatei anschlieRend lokal auf Ihrem Rechner ab.

Beispiel 2.2

Wel

che der folgenden gehéren zu den grundlegenden Programmfenstern in SPSS?

(a) Code-Editor
(b) Dateneditor
(c) Builder

(d) Syntax-Editor

Beispiel 2.3

Wias stimmt fir Kommentare in der SPSS-eigenen Programmiersprache SPSS Syntax?

() Kommentare miissen mit einem ,,** beginnen.
(b) Kommentare miissen mit einem ,,. aufhoren.
(c) Kommentare kénnen auch mit einer nachfolgenden Leerzeile aufhéren.

(d) Kommentare beginnen immer mit einem ,,%".

Beispiel 2.4
Welche der folgenden Aussagen ist/sind richtig/falsch?
Nr. | Aussage R/F
1) Daten missen handisch in SPSS eingetippt werden.
2) SPSS verfligt Uber keine Funktionalitdt um MS Excel Dateien einzulesen.
3) Statistische Analysen konnen in SPSS ausschlieflich mittels Point&Click

durchgefuhrt werden.
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Beispiel 2.5
Laden Sie den Ordner mit elektronischem Zusatzmaterial (Engl.: ,,Electronic supplementary material*)

fir dieses Ubungsbuch unter dem entsprechenden Link auf https://osf.io/9tcx3/ herunter. Entpacken Sie

den Ordner in ein Verzeichnis Ihrer Wahl auf Ihrem Computer und 6ffnen Sie die SPSS-Datendatei

»test.sav mit SPSS. Beantworten Sie folgende Fragen:

(a) Wie viele Variablen sind in dem Datensatz definiert?

(b) Wie viele Variablen liegen (mindestens) auf Intervallskalenniveau vor?

(c) Wie viele Falle (Personen) liegen in dem Datensatz vor?

(d) Wie alt ist die Person mit Personencode ,,wryz0893 z0“? Wie grof3 ist die Person? Ist die Person
verheiratet?

(e) Inwelcher Einheit wird die KdérpergréRe in dem Datensatz angegeben? In welcher Einheit wird

das Gewicht angegeben?

Beispiel 2.6

Erstellen Sie eine neue Datendatei in SPSS und definieren Sie Variablen entsprechend Abbildung 2.10.
Ergédnzen Sie die Felder in der Spalte ,,Label* und ,,Values* sinngeméf. Wechseln Sie anschlieBend in
die Datenansicht und fligen Sie der Datendatei drei Falle (Personen) hinzu. Wahlen Sie als Codes fiir
diese drei Fille: ,ID1%, ,,ID2%, ,,ID3“ (ohne die Anflihrungszeichen). Erfinden Sie fiir die Ubrigen
Messwerte einfach plausible Werte. Speichern Sie die Datei schlieflich unter dem Dateinamen

,Kap2UE6.sav* ab.

Beispiel 2.7
Erstellen Sie mit MS Excel eine Datei mit dem in Abbildung 2.17 dargestellten Inhalt, lesen Sie diese

anschliefend in SPSS ein, und speichern Sie sie mit Dateinamen ,,Kap2UE7.sav* ab.

Abbildung 2.17. Eine mdgliche MS Excel Datendatei.
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Beispiel 2.8

Fiigen Sie die Variablen ,,Ma_score®, ,,St_score®, ,,Note* aus dem Datensatz, den Sie in Beispiel 2.7
erzeugt haben zu den Variablen aus Beispiel 2.6 fiir die drei Personen mit den Codes ,,ID1%, ,,ID2* und
»ID3* hinzu. Kontrollieren Sie den resultierenden Datensatz und ergénzen Sie die Definition der
Variablen gemaR Abbildung 2.13 und speichern Sie den neuen Datensatz als neue Datendatei mit

Dateinamen ,,Kap2UE8.sav* ab.

Beispiel 2.9

Sie erhalten die folgenden Daten fiir zwei weitere Personen mit den Codes ,,ID4* und ,,ID5%:

Code Sprache | Geschlecht | Alter Grolie G_score | Ma_score | St _score | Note

ID4 1 1 19 164 92 25 21 3

ID5 2 2 20 183 95 20 15 3

Kopieren Sie die Tabelle in eine leere MS Excel Datei und speichern Sie die Datei als CSV-Datei ab.
Offnen Sie die Datei daraufhin mit einem einfachen Texteditor (unter Windows geben Sie einfach Editor
in die Suchleiste ein und 6ffnen Sie die Datei damit). Sehen Sie sich den Inhalt der Datei an und
versuchen Sie dann die Datei in SPSS einzulesen. Speichern Sie die resultierende Datendatei unter dem

Dateinamen ,,Kap2UE9.sav* ab.

Beispiel 2.10

Generieren Sie einen Syntax-Code, der die CSV-Datei aus Beispiel 2.9 einliest und speichern Sie die

resultierende Syntax-Datei unter dem Dateinamen ,,Kap2UE10.sps* ab.

Beispiel 2.11
Flgen Sie die Félle aus dem resultierenden Datensatz aus Beispiel 2.8 mit jenen aus dem resultierenden
Datensatz aus Beispiel 2.9 zusammen und speichern Sie den resultierenden Gesamtdatensatz unter dem

Dateinamen ,,Kap2UE11.sav* ab.
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Beispiel 2.12

Stellen Sie sich vor, Sie hétten den in Abbildung 2.18 gezeigten Datensatz handschriftlich auf Papier
erhalten und sollen nun eine geeignete Datendatei mit SPSS erstellen. Erstellen und definieren Sie
entsprechende Variablen und tragen Sie anschlieBend die Daten ein. Bei der Variable Geschlecht soll
die Ziffer 1 fur ,,weiblich“ und die Ziffer 2 fiir ,,mdnnlich* stehen. Beachten Sie ferner, dass Werte von
999 bedeuten, dass der jeweilige Messwert fehlt. Speichern Sie die resultierende Datendatei unter dem

Namen ,,Kap2UE12.sav* ab.

Code Alter Geschlecht | Groesse Mathe score
FK14 33 1 155 67
JH23 23 1 162 92
EL06 18 2 170 999
D512 42 2 176 58
NTOS 29 1 180 28
BA17 56 185 98
5T26 37 2 999 39
JP19 25 2 168 69
SRO5 1 165 75
HS12 999 2 175 a4

Abbildung 2.18. Ein Datensatz mit fehlenden Werten.

Beispiel 2.13
Wenn Sie wirklich alle Ubungsbeispiele dieses Kapitels bis hierher gemacht haben, haben Sie
vermutlich viele Datendateien gleichzeitig in SPSS gedffnet. Woran erkennen Sie, welche Datendatei

aktuell gerade aktiv ist?
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Kapitel 3
Datenmanagement und deskriptive Statistiken

Stefan E. Huber

Im vorhergehenden Kapitel haben wir uns mit einigenden grundlegenden Funktionen von SPSS befasst:
Wie kann SPSS (von zu Hause aus) genutzt werden? Wie kdnnen Datendateien unterschiedlicher
Formate eingelesen werden? Wie sehen Datendateien aus? Wie kénnen sie mit SPSS erstellt werden?
Mit den Daten selbst haben wir allerdings noch nicht viel angestellt. Diesem Aspekt wenden wir uns
nun in diesem Kapitel zu. Zuerst werden wir einige typische Verarbeitungsschritte von Daten in SPSS
betrachten, die man immer wieder brauchen kann. Danach werden wir uns mit deskriptiven Statistiken
zur Charakterisierung erhobener Stichproben befassen. Die einzelnen Arbeitsschritte werden wir der
Einfachheit halber an einem Beispieldatensatz illustrieren. Mit den Ubungsbeispielen am Ende des
Kapitels kénnen Sie dann die einzelnen Arbeitsschritte noch einmal an einem anderen Beispieldatensatz
wiederholen. Beide Datensdtze finden Sie in dem elektronischen Ergdnzungsmaterial (Engl.: electronic

supplementary material) zu diesem Dokument, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

Den Datensatz, mit dem wir in den direkt folgenden Abschnitten arbeiten werden, finden Sie in der

Datei ,,Kap3daten.sav*.

Umkodieren von Variablen

Wenn man mit Fragebdgen arbeitet, ist es haufig notig, einzelne Items umzukodieren. Was bedeutet
das? Betrachten wir dafiir die folgenden beiden Items (Variablennamen: politik politikl und
politik_politik2), fur die Sie die Messwerte fur 51 Personen in dem Datensatz in der Datei

»Kap3daten.sav* finden:

1. Im Grollen und Ganzen sehe ich mich selbst als einen politisch interessierten Menschen.
(Variable: politik_politik1)

2. Politik 6det mich an. (Variable: politik_politik2)

Beide Items sind auf einer funfstufigen Likert-Skala von , trifft tiberhaupt nicht zu* (1) bis ,,trifft

vollig zu“ (5) zu beantworten (iiberzeugen Sie sich davon, indem Sie in der Spalte ,,Values® im SPSS-
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Datensatz nachsehen). Beide Items zielen ebenfalls darauf ab zu quantifizieren, wie gerne sich jemand
mit Politik beschéftigt. Das heilit, wir kdnnten auch sagen, das Merkmal, dessen Auspragung mit diesen
Items gemessen werden soll, ist die Politikaffinitat einer Person. Eine sehr politikaffine Person wird das
erste der beiden Items eher mit hohen Werten beantworten, das zweite eher mit niedrigen. Bei einer

wenig politikaffinen Person ware es gerade umgekehrt.

Wenn wir also nun die Politikaffinitat von Personen mit diesen ltems erfassen wollen, wére es
vorteilhaft, wenn fur beide Items gelten wiirde, dass hohe Werte hohe Politikaffinitat und niedrige Werte
niedrige Politikaffinitat bedeuten. Ware das der Fall, kénnten wir die Werte der beiden Items einfach
zusammenzahlen oder ihren Mittelwert bilden und hétten in beiden Féllen eine Zahl, die die

Politikaffinitat der befragten Person erfasst (zumindest bis auf einen Messfehler).

Um genau das zu erreichen, kénnen wir die zweite der beiden Variablen umkodieren oder
genauer: umpolen. Das heif3t, wir drehen sozusagen die Skala um: niedrige Werte sollen hohe Werte
bedeuten und hohe Werte niedrige. Wieso? Weil eine Person, die einen niedrigen Wert beim Item

»Politik 6det mich an* auswihlt, eine hohe Politikaffinitdt hat und umgekehrt.

Wie konnen wir das in SPSS machen? Dazu wéhlen wir im Menii ,,Transform® die Option

,,Recode into Different Variables...* aus wie in Abbildung 3.1 gezeigt.

"Q:l Kap2daten.sav [DataSet1] - IBM SPSS Statistics Data Editor
File Edit Miew Data Transform  Analyze Graphs  Utilities  Extensions

LD] 2 Compute Variable... %
= Programmability Transformation. ..
Narm K Prog Y male
1 code Count Values within Cases.
2 alter Shift Values. ..
3 groBe [ Recode into Same Variables..
4 schuhgroBe Recode into Different Variables...
5 hauptfach .
6 SChlZf E Automatic Recode. ..
7 ctatistikliebe EX Create Dummy Variables
8 mathematikiepe [} Visual Binning...
9 statistikschmerzen [ Optimal Binning...
10 'neschlecht Dranarn Nntn far Madalina s

Abbildung 3.1. Um eine Variable umzukodieren bendtigen wir im Ment ,, Transform“ die Option
,,Recode into Different Variables...*.
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Im sich dadurch 6ffnenden Fenster wird nun links eine Liste mit all den Variablen des aktiven
Datensatzes angezeigt. Allerdings werden diese Variablen standardmaRig durch die Angabe ihrer Labels
angezeigt. Das ist oft recht untbersichtlich. Durch einen Rechtsklick irgendwo in das linke Fenster
offnet sich ein Kontextmenii. Wenn wir dort ,,Display Variable Names* auswahlen, werden uns die
Variablennamen anstelle der Labels angezeigt. Dies ist allerdings nur dann ein Vorteil, wenn man sich
gute, pragnante Bezeichnungen fur die Variablen tberlegt hat (dieser Aufwand macht sich also bei der

Definition der Variablen eines Datensatzes haufig bezahlt).

Wihlen wir nun die Variable politik_politik2 aus (da wir diese Variable umkodieren wollen)
und klicken auf den kleinen Pfeil, der nach rechts zeigt, wird diese Variable in das Fenster ,,Input
Variable -> Output Variable* verschoben. Alternativ kénnen wir die Variable auch in dieses Fenster
hineinziehen (mittels Linksklick und Halten bzw. Drag-and-drop). Unter ,,Output Variable* konnen wir
der neuen Variable, die wir aus der alten erzeugen werden, einen Namen und ein Label geben (diese
werden dann in der Variablen(bersicht auch genauso angezeigt werden). Dort tragen wir nun bei
,Name* den Text ,,politik politik2 umk* ein und bei ,,Label” den Text ,,Umkodierung des Items
"Politik 6det mich an.". Durch Klicken auf,,Change* werden diese Bezeichnungen bestétigt, was wir

daran erkennen, dass nun im zentralen Fenster der Variablenname der neuen Variable eingefligt wird.

Unter ,,0ld and New Values...“ konnen wir die Regeln fiir die Umkodierung festlegen. Wenn
wir auf diese Schaltflache klicken, 6ffnet sich ein weiteres Fenster. In diesem Fenster kdnnen wir nun
festlegen wie die Werte unserer urspringlichen Variable (politik_politik2) auf die Werte unserer neuen
Variable (politik_politik2_umk) abgebildet werden sollen. Hier geben wir nun bei ,,0ld Value* unter
,,Value® die Zahl 5 ein, und anschliefend bei ,,New Value® unter ,,Value* die Zahl 1. Dann klicken wir
rechts in der Mitte des Fensters auf ,,Add“ und sehen daraufhin einen neuen Eintrag in dem Feld, der
mit ,,01d --> New* iiberschrieben ist. Dort steht jetzt ,,5 --> 1. Das bedeutet, der hohe Wert 5 der alten
Variable wird auf den Wert 1 der neuen Variable abgebildet; das heildt, hohe Werte fiir ,,Politik 6det
mich an“ werden auf niedrige Werte des entsprechend umgepolten Items (mit der gegenteiligen
Bedeutung, also etwa im Sinne von ,,Politik fasziniert mich*) abgebildet. Ganz analog verfahren wir
nun mit den Gbrigen Werten 4, 3, 2, und 1 und bilden diese auf die neuen Werte 2, 3, 4, 5 ab. Wenn wir

damit fertig sind, klicken wir auf ,,Continue®, woraufhin sich dieses Fenster schlief3t.
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Damit sind wir eigentlich schon fertig. Wir kdnnten nun auf ,,OK* klicken und uns an der neu
eingefligten Variable in der Variablenansicht (und an den entsprechenden Messwerten in der
Datenansicht) erfreuen. Allerdings werden wir die Gelegenheit gleich nutzen, um uns etwas in gute
Praxis der Datenanalyse einzuarbeiten. Daher klicken wir nicht auf ,,OK®, sondern stattdessen auf

,,Paste*.

Dadurch 6ffnet sich eine Syntaxdatei, in der nun bereits einige Zeilen eingefiigt sind. War bereits
eine Syntaxdatei gedffnet, wurden diese Zeilen in dieser am Ende hinzugefugt. Diese Zeilen mit den
entsprechenden Kommandos entsprechen nun genau dem Code, den SPSS ausgefiihrt hatte, wenn wir
vorhin auf ,,OK* geklickt hitten. Das ist also der Code, der unsere alte Variable in eine neue umkodiert.
Theoretisch hatten wir diesen Code auch in eine Syntaxdatei eintippen kdnnen und dann ausfiihren und
wir hitten dasselbe Ergebnis wie mit dem Klick auf ,,OK* erhalten. Wir haben allerdings diesen Code
noch nicht ausgefiihrt. Das machen wir jetzt, indem wir die Codezeilen markieren und dann auf das

griine ,,Abspielen“-Symbol klicken.

In der Variablenansicht sollte nun eine neue Variable mit dem Namen ,,politik_politik2 umk*
und dem Label, das wir vorhin definiert haben, hinzugekommen sein. Alle anderen Einstellungen
kdnnen wir jetzt noch vornehmen. Das heif3t, wir &ndern die Anzahl der Dezimalstellen auf 0, fligen die
Werte wie flr die beiden Items politik_politikl und politik_politik2 ein (das geht einfach mittels Copy
& Paste) und &ndern noch das Skalenniveau und die Rolle der Variablen entsprechend
(selbstverstandlich konnen wir auch die tbrigen kosmetischen Einstellungen noch anpassen). In der
Datenansicht kénnen wir uns nun davon Uberzeugen, dass Personen, die niedrige Werte bei der
Variablen politik_politik2 hatten, hohe Werte bei der neuen Variable politik_politik2_umk aufweisen

und umgekehrt. Wir sind also jetzt mit dem Umkodieren der Variable wirklich fertig, juhu!

Aber warum haben wir oben blof? diesen Umweg Uber die Syntaxdatei gemacht? Wie gesagt,
das hat mit guter Praxis der Datenanalyse zu tun. Bei einer Datenanalyse kdnnen unter Umsténden sehr
viele Arbeitsschritte erfolgen bis man beim Endergebnis angelangt ist. Mdchte man nun spater wissen,
was man selbst oder jemand anders bei einer Datenanalyse genau gemacht hat, kann man das sehr

schlecht, wenn tiberhaupt nachvollziehen, wenn sich diejenige Person bei der Analyse einfach nur durch
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alle Schritte ,,hindurchgeklickt* hat und einem am Ende die fertige Ausgabedatei Ubergibt (oder in
unserem aktuellen Fall den Datensatz mit der neuen Variable). Figt man allerdings alle Arbeitsschritte
in eine Syntaxdatei ein und speichert diese ab, so sind dort bereits alle Arbeitsschritte dokumentiert und
man kann diese sogar noch mit Kommentaren versehen, um einzelne Schritte zu erlédutern bzw. zu
erkléaren (es ist namlich tberhaupt nicht immer selbstverstandlich, weshalb man was genau an welcher
Stelle macht und ganz selbsterkléarend ist der SPSS Syntax Code auch nicht immer). Deshalb wechseln
auch wir noch einmal in unser Syntaxfenster zuriick und fligen Uber den Zeilen mit dem gerade
ausgefiihrten Code noch die beiden Kommentarzeilen ,,* Kapitel 3: Datensatz Kap3daten.sav.* und ,,*
Umkodieren der Variable politik_politik2.“ hinzu. Danach speichern wir die Datei unter einem

beliebigen Namen, z.B. ,,Kap3dokumentation.sps*, ab.

Mit allen weiteren Arbeitsschritten werden wir nun ebenso verfahren. Das heilRt, wir werden sie
immer erst in diese Syntaxdatei einfuigen, die entsprechenden Kommandozeilen dort ausfiihren und
zwischendurch abspeichern. Am Ende des Kapitels haben wir dann eine Dokumentation fiir alle
Arbeitsschritte, die hier behandelt werden. Die entsprechende Dokumentation finden Sie ebenfalls in

dem elektronischen Erganzungsmaterial zu diesem Dokument, das Sie unter https://osf.io/9tcx3/

herunterladen kénnen.

Abbildung 3.2, Abbildung 3.3 und Abbildung 3.4 fassen noch einmal samtliche Arbeitsschritte
zum Umkodieren einer Variablen, die gerade im Detail erldutert wurden, zusammen. In den ubrigen
Abschnitten werden nicht alle Schritte verbal ausformuliert, sondern manchmal bloR auf entsprechende
Abbildungen verwiesen. Je mehr Sie mit SPSS arbeiten, desto klarer sollte auch werden, dass man die
meisten Abl&ufe nicht auswendig wissen muss, sondern mit ein bisschen Verstéandnis fiir das, was man
eigentlich vorhat und der F&higkeit sich umzuschauen bzw. sinnerfassend zu lesen, recht schnell an den
einzelnen Bezeichnungen der Menis und Optionen ablesen kann, wie man durchfiihren kann, was
immer man eben vorhat. Am Anfang ist das natiirlich noch sehr verwirrend, aber die eigene Ubersicht

andert sich erfahrungsgemaR sehr rasch mit fortschreitender Ubung.
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%3 Recode into Different Variables x d b |
Neuer Name und Labe
Numeric Variable -> Output Variable: Output Variable
Ga code politk_poliik2 > paliik_polit2_umk —
& alter —
& grofte E:\b‘l\:‘_pu\ll\kz_umk |
& schuhgrolie -
&, hauptfach dierung des Items "Politik adet mich an|'|
& schiat

& statistikliebe

& mathematikliebe 1

& statistikschmerzen IL

& geschlecht

& mathe_mathe1l L

# mane manez Bestatigung von

& mathe_mathe3

Ansomane Namen und Label

& politikc_politik1

& verliebt |

& beziehungsstatus
@ hogwarts
& politik_politik?_umk If | (optional case selection condition)

o e e ] (o]

‘(:\ﬂ.a\:di.e:.".-‘alms ‘

Regeln fir
Umkodierung werden
hier definiert

Einfligen der
Prozedur in die
Syntax

Abbildung 3.2. Fenster ,,Recode Into Different Variables...*.

"@ Recode into Different Variables: Old and Mew Values X
Old Value Mew Value
® Value: ® Value: |5
|1 O System-missing
O System-missing O Copy old value(s)
O System- or user-missing
O Range: Old —= Mew:
5-=1
42

£E|E| 3-=3

Change (2 >4

O Range, LOWEST through value: 15

O Range, value through HIGHEST:

[] Output variables are strings
Q All gther values ]

Abbildung 3.3. Fenster, das sich nach Klicken auf ,,0ld and New Values...“ 6ffnet. Beachte, dass alle
flinf Zuordnungen jeweils durch eine Angabe eines alten und eines neuen Werts und anschlielendes

Klicken auf ,,Add* getétigt werden miissen.

Vielleicht ist auch aufgefallen, dass es neben der Option ,,Recode into Different Variables...*
auch die Moglichkeit gegeben hitte ,,Recode into Same Variables...* auszuwéhlen. Damit hitten wir in
der Tat, das Item politik_politik2 mit seiner umkodierten Version direkt Giberschreiben kénnen. Das mag
angesichts der Tatsache, dass wir fir die Erfassung der Politikaffinitdt von Personen das urspriinglich

»verkehrt herum kodierte Item ja gar nicht mehr brauchen, durchaus sinnvoll erscheinen. Aus Sicht
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guter Analysepraxis ist es aber keine gute Idee das zu machen, weil dadurch das urspriingliche Item
verlorengeht bzw. der urspringliche Datensatz verandert wird. Will man dann zu einem spateren
Zeitpunkt noch einmal ganz neu anfangen, weil man sich irgendwo festgefahren hat, kann man u.U.
nicht mehr zum originalen Datensatz zurlick (mit einer guten Dokumentation lieBe sich das zwar
umkehren, aber bendtigt trotzdem zusétzliche Arbeitsschritte). Es wird also empfohlen, niemals den
urspringlichen Datensatz direkt zu verandern, sondern in solchen Fallen immer neue Variablen zu

generieren.

(&5 Kap3dokumentation.sps - IBM SPSS Statistics Syntax Editor - o x

File Edit View Data Transform Analyze Graphs Utilties Run Tools Extensions Window Help

8m EIAPOE RS HE K FOQ ~[rmomw own ]

* Encoding: UTF-8.

1
2
DATASET ACTIVATE 3F * Kapitel 3: Datensatz Kap3daten.sav.
RECODE 4 * Umkodieren der Variable politik politik2.
VARIABLE LABELS 5 DATASET ACTIVATE DataSetl.
EXECUTE. 6 RECODE politik politik2 (5=1) (4=2) (3=3) (2=4) (1=5) INTO politik politik2 umk.
7 VARIABLE LABELS politik politik2 umk 'Umkodierung des Items "Politik &det mich an.™'.
8 EXECUTE.
9

Abbildung 3.4. Syntaxdatei mit der Dokumentation der Prozedur fiir das Umkodieren der Variablen

politik_politik2 in die Variable politik_politik2_umk.

Index- oder Skalenbildung

Oben wurde bereits davon gesprochen, die beiden Items politik_politik1l und politik_politik2
bzw. politik_politik2_umk zu kombinieren, um einen Zahlenwert zu erhalten, der die Politikaffinitat
einer Person insgesamt beschreiben soll. Um einen solchen Index oder eine solche Skala zu bilden,
kdnnen z.B. einfach die Summe oder der Mittelwert der beiden Items fiir jede Person berechnet werden.
In diesen Féllen spricht man dann von einer Summen- oder einer Mittelwertskala (oder -index). Auch

das lasst sich einfach mit SPSS machen.

13

Dafiir wihlen wir wieder das Menii ,,Transform* und dort ,,Compute Variable...” oder in

Kurzform (wie es im Folgenden haufig geschrieben werden wird): Transform >> Compute Variable....

Im sich 6ffnenden Fenster geben wir unter ,, Target Variable® einen Namen fiir unsere neue
Variable an. Fiir den vorliegenden Fall schreiben wir hier ,,Politikaffinitdit Summe*. Danach kénnen
wir das Item politik_politikl in das Feld ,,Numeric Expression“ zichen, die Schaltfliche mit dem ,,+*

anklicken und dann noch das Item politik_politik2_umk in das Feld ,,Numeric Expression® zichen.
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Darauthin klicken wir wieder auf ,,Paste*, woraufhin zwei neue Zeilen in unsere Syntaxdatei eingefugt
werden. Zu diesen fugen wir noch einen entsprechenden Kommentar hinzu. Dann sollte alles aussehen

wie in Abbildung 3.5.

&5 *Kap3dokumentation.sps - 1BM SPSS Statistics Syntax Editor = o x

File Edit View Data Transform Analyze Graphs Utilities Run Tools Extensions Window Help

H a2 T HADPO G ES HE 7 @ @ [ acenaase paasar v | [Qseachsoicain
1 * Encoding: UTF-8.
2
DATASET ACTIVATE 3 * Kapitel 3: Datensatz Kap3daten.sav.
RECODE 4 * Umkodieren der Variable politik politik2.
VARIABLE LABELS 5 DATASET ACTIVATE DataSetl.
EXECUTE 6 RECODE politik politik2 (5=1) (4=2) (3=3) (2=4) (1=5) INTO politik politik2 umk.
COMPUTE 7 VARIABLE LABELS politik politik2 umk 'Umkodierung des Items "Politik &det mich an."'.
EXECUTE g EXECUTE.

1% * Bildung der Summenskala Politikaffinitdt.
11 COMPUTE Politikaffinitdt Summe=politik politikl + politik politik2 umk.
12 EXECUTE.

Abbildung 3.5. Bildung einer Summenskala fiir Politikaffinitat aus den beiden Items politik_politikl

politik_politik2_umk.

Ausfihren der beiden letzten, gerade hinzugefligten Kommandozeilen erzeugt schlieflich
unsere Summenskala, die wir daraufhin in der Variablen- und Datenansicht bewundern kénnen, und

noch die nétigen Eigenschaften fiir sie definieren bzw. nachtragen sollten.

Fur eine einfache Summenskala ist oft der Umweg Uber Transform >> Compute Variable... gar
nicht notwendig. Wenn man das haufig macht, ist es bequemer einfach gleich die entsprechenden Zeilen

in der Syntax einzutragen.

Ganz analog kann eine Mittelwertskala gebildet werden. Unter Transform >> Compute
Variable... ist daftr erstmal ein neuer Name fur diese Variable einzugeben, z.B.
,Politikaffinitat_Mittelwert. Danach kann im Feld ,,Function group* der Begriff , Statistical®
ausgewdhlt werden. Unter ,,Functions and Special Variables* kann dann ,,Mean* ausgewahlt werden.
Im Feld ,,Numeric Expression” sind dann schlieflich noch die beiden ,,?* durch die beiden Items
politik_politik1l und politik_politik2_umk zu ersetzen (z.B. per Drag-and-drop oder per Doppelklick auf
den Variablennamen). Mittelwerte kdnnen auch fiir mehr als zwei Items gebildet werden. Daflir muss
innerhalb der Klammern schlichtweg ein weiteres Komma und dann eine weitere entsprechende

Variable (und dies eventuell wiederholt) eingegeben werden.
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Durch Klicken auf ,,Paste” werden wieder die entsprechenden Kommandos der Syntaxdatei
hinzugefugt. Wenn man das Kommando fur die Berechnung des Mittelwerts kennt, kann man alternativ
die entsprechende Zeile nattrlich auch einfach gleich handisch in die Syntaxdatei eintragen. In jedem
Fall sind die beiden Zeilen danach noch auszufuihren (und zu kommentieren; gute Analysepraxis!). Die

Syntaxdatei sollte dann wie in Abbildung 3.6 aussehen.

& Kap3dokumentation.sps - 1BM SPSS Statistics Syntax Editor - o x

File Edit View Data Iransform Analyze Graphs Utiiies Run Tools Extensions Window Help

[;f_}g “ﬁ ﬂ '> ¥ é & 5 Q Search application

* Encoding: UTF-8.

* Kapitel 3: Datensatz Kap3daten.sav.

1
2
DATASET ACTIVATE 3
4 * Umkodieren der Variable politik politik2.
5
6
5
8

RECODE
VARIABLE LABELS
EXECUTE.

DATASET ACTIVATE DataSetl.

RECODE politik politik2 (5=1) (4=2) (3=3) (2=4) (1=5) INTO politik politik2 umk.
VARIABLE LABELS politik politik2 umk 'Umkodierung des Items "Politik &det mich an.™'
EXECUTE.

COMPUTE
EXECUTE.

COMPUTE

10 * Bildung der Summenskala Politikaffinit&t.
EXECUTE.

11 COMPUTE Politikaffinitdt_summe=politik_politikl + politik politik2_umk.
12 EXECUTE.

14 » * Bildung einer Mittelwertskala.

:15 COMPUTE Politikaffinitdt Mittelwert=MEAN(politik politikl,politik politik2 umk) .
16 EXECUTE.

17

Abbildung 3.6. Bildung einer Mittelwertskala flr Politikaffinitat aus den beiden Items politik_politikl

politik_politik2_umk.

Nach dem Ausflihren der beiden soeben hinzugefiigten Kommandozeilen gibt es wieder eine

neue Variable in unserem Datensatz.

Kategorienbildung
Eine weitere Sache, die manchmal ganz niitzlich sein kann, ist die Bildung von Kategorien.
Beispielsweise kann es sein, dass man (z.B. zum Zwecke der Anonymisierung) nicht das genaue Alter

von Personen angeben will, sondern lediglich Alterskategorien.

Wir sehen uns die Bildung von Kategorien allerdings am Beispiel der SchuhgréfRen an. Die
entsprechende Variable sollte sich im Datensatz relativ einfach ausfindig machen lassen. Unter
Transform >> Recode into Different Variables... entfernen wir nun zuerst den bestehenden Eintrag im
Feld ,,Input Variable -> Output Variable* (der noch da ist, weil wir vorhin eine Variable umkodiert
haben) und ziehen dann die Variable schuhgrolie in dieses Feld. Als Namen fur unsere neue Variable
wihlen wir ,,Schuhgréfenkategorie® und als Label ,,SchuhgroBe in den Kategorien klein (0) und grof3

(1)“. Dann klicken wir wieder auf ,,Change* und das Ergebnis sollte wie Abbildung 3.7 aussehen.
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13 Recode into Differant Variables %
Numeric Variable -» Output Variable: Oulput Variable
&4 code schuhgréfie —> Schuhgrafienkategorie Name:
& alter —
SchuhgraRenkategori
& gioke ‘L cb u‘ grafienkategorie ‘
& hauptfach Label-
& schiat ‘Schuhgruﬁ.e in Kategorien von klein (0} und grof3 (1) ‘
& statistikliebe =
4 mathematikliebe
gf statistikschmerzen
&5 geschlecht
& mathe_mathe1

& mathe_mathe2

¢ mathe_matha3

il notemathe

& politik_politik1

& politik_politik2

& verliebt

&b beziehungsstatus

&5 hogwarts

& politik_politik2_umk
@9 Politikaffinitat_Summe
& Politikaffinitat_Mittelwert

Old and New Values

(apﬂana\ case selection condition)

| oK || Paste || Reset ||Camce\|| Help |

Abbildung 3.7. Bildung von Kategorien durch Umkodieren einer Variablen.

Im Untermenii ,,0ld and New Values...* entfernen wir zuerst alle alten Eintrage aus dem Feld
,,O0ld --> New*. Dann wihlen wir links ,,Range, LOWEST through value* aus und tragen in dem Feld
direkt darunter die Zahl 39 ein. In dem Feld unter ,,New Value* tragen wir die Zahl 0 ein. AnschlieBend
klicken wir auf ,,Add“. Danach wihlen wir links ,,Range, value through HIGHEST* aus und tragen in
dem Feld direkt darunter die Zahl 40 ein. In dem Feld unter ,,New Value“ tragen wir die Zahl 1 ein.
Anschliefend klicken wir auf ,,Add“. Was wir gerade gemacht haben, bedeutet folgendes: Alle
SchuhgrélRen von der kleinsten bis zur GroRe 39 werden der Kategorie 0, alle SchuhgréRen ab 40 bis
zur groften der Kategorie 1 zugeordnet. Das Ganze sollte aussehen wie in Abbildung 3.8. AbschlieRend
klicken wir auf ,,Continue®, dann auf ,,Paste”, kommentieren die neu hinzugekommenen Zeilen in der
Syntaxdatei und flhren diese aus. In der Variablenansicht sollten wir die neu hinzugekommen Variable
noch mindestens um die Werte 0 mit dem Label ,,klein“ und 1 mit dem Label ,,grof3* in der Spalte
,»Values® erginzen (in die Zelle klicken und mit dem +-Symbol dann die entsprechenden zwei Zeilen
erganzen). In der Datenansicht kénnen wir uns schlieRlich noch davon tiberzeugen, dass nun tatséchlich
jede Person mit einer SchuhgrdRe von 39 oder kleiner in der Kategorie 0 und jede Person mit einer
Schuhgréfe von 40 oder grofer in der Kategorie 1 gelandet ist. Mit der Schaltfldche ,,Value Labels*,
siehe Abbildung 3.9, kénnen wir auch zwischen den Zahlenwerten und den Kategorienbezeichnungen
fur kategoriale Variablen hin und her schalten (sofern diese definiert wurden, was wir aber aus diesem

Grund fur die Variable SchuhgroRenkategorie gerade getan haben).

72



Kapitel 3: Datenmanagement und deskriptive Statistiken

@ Recode into Different Variables: Old and Mew Values *
Old Value New Walue
O Value: ® Value: |
O System-missing
O System-missing O Copy old value(s)
O System- or user-missing
Old —> New:
O Range: = B
Lowest thru 39 —= 0
40 thru Highest —» 1
gt Add
Change
O Range, LOWEST through value: Remave

@ Range, value through HIGHEST:

[] Output variables are strings ~ VVidth 8
O All gther values [ Convert numeric strings to numbers (55

Abbildung 3.8. Kategorienbildung fur Schuhgrolen.

2 *Kap3daten.sav [DataSet1] - IBM SPSS Statistics Data Editor

File Edit View Data Transform Analyze Graphs Utilities Extensions Window Ip

Hel
H [%] D r 1 E & % : é‘% s @ li:%—‘ .é) IE' |O\Search application
|

& alter & groke & schul;gréls & hauptfach ¢ schlaf oW iklie P mathemati & statistiksc & ¢

be kliebe hmerzen
1 22 159 39 2 5 4 3 5
2 21 168 38 3 5 4 4 3
3 20 175 39 2 8 5 5 6
4 19 175 40 2 4 5 3 9
5 25 171 44 2 4 7 7 6
6 19 174 40 2 4 7 7 4
7 27 186 45 3 8 3 5 2
8 19 160 38 3 5 7 8 3
9 21 169 39 2 4 2 7 4
10 20 158 38 2 5 7 5 6
11 23 178 42 1 4 5 6 2
12 20 159 37 2 4 6 4 5
49 24 10K AQ 2 o I =4 7 a2

Abbildung 3.9. Schaltflache ,,Value Labels* in der Datenansicht.
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Deskriptive Statistiken

Wie es der Name schon andeutet, dienen deskriptive Statistiken der Beschreibung. In unserem
Fall dienen sie, genauer gesagt, der Beschreibung unserer Stichprobe(n). Es handelt sich also um Zahlen,
die dabei helfen sollen, Stichproben zu charakterisieren. Zum Beispiel kdnnten wir uns fragen: Wie viele
Mainner und Frauen gibt es in unserer Stichprobe? Wie viele Personen hatten ein ,,Sehr gut™ als
Abschlussnote in Mathematik? Wie alt sind die Personen der Stichprobe im Mittel? Wie stark variiert
das Alter der Personen in der Stichprobe? Fiir all diese Fragen gibt es Zahlen oder GroRen, die zur

Beantwortung herangezogen werden kdnnen. Damit werden wir uns in diesem Abschnitt befassen.

Haufigkeiten

Eine der einfachsten Mdglichkeiten sich einen Uberblick tber die Auspriagungen einer bestimmten
Variablen in einer Stichprobe zu verschaffen sind Haufigkeitstabellen. Diese kénnen in SPSS Uber
Analyze >> Descriptive Statistics >> Frequencies... generiert werden. Im linken Feld kénnen wieder
die Variablen ausgewahlt werden, fur die wir Haufigkeitstabellen generieren wollen. Wahlen wir hier
der Ubersichtlichkeit halber erstmal nur drei aus: alter, geschlecht, notemathe (durch Halten der Taste
,,Strg* konnen mittels Linksklick gleich mehrere Variablen ausgewahlt werden; mittels Rechtsklick
irgendwo im linken Feld kénnen wieder die Variablennamen anstelle der Labels angezeigt werden).
Unter ,,Charts...” konnen zusétzlich noch einige Grafiken wie z.B. Balkendiagramme oder
Histogramme ausgewéhlt werden. Wir wahlen hier zusétzlich noch Balkendiagramme (d.h. ,,Bar
Charts*) aus. Wir bestitigen die Auswahl mit Klick auf ,,Continue® und klicken dann wieder auf ,,Paste®.
In der Syntaxdatei flhren wir die soeben eingefligten Kommandozeilen wieder aus (hachdem wir sie
entsprechend kommentiert haben; z.B. mit ,,*Haufigkeitstabellen und Balkendiagramme fir Alter,

Geschlecht, und Abschlussnote in Mathematik.).

Durch Ausfuhren der entsprechenden Kommandozeilen in der Syntaxdatei erhalten wir nun zum
ersten Mal eine Ausgabe (sowohl numerisch als auch grafisch). Daflr 6ffnet sich das Ausgabefenster,
das wir nun auch endlich aus gegebenem Anlass etwas eingehender untersuchen kdnnen. Zuallererst
bietet es sich aber an, auch die Ausgabe gleich einmal zwischenzuspeichern, z.B. unter dem Dateinamen

»Kap3ausgabe.spv“. Sie finden eine Ausgabedatei zur Illustration fiir dieses Kapitel auch in dem
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elektronischen Ergénzungsmaterial zu diesem Dokument, das Sie unter https://osf.io/9tcx3/

herunterladen kénnen.

Auf der linken Seite des Ausgabefensters sehen wir ein hierarchisches Inhaltsverzeichnis, das
wir zum schnellen Mandvrieren in der Ausgabe verwenden kénnen. Jeder einzelne Teil der Ausgabe ist
dort angefiihrt. Klicken wir zum Beispiel auf ,,Alter in Jahren* unter ,,Bar Chart* springen wir in der
eigentlichen Ausgabe im rechten Feld sofort zum Balkendiagramm fiir unsere Altersvariable. Gerade
bei sehr umfangreichen Ergebnissen kann es sehr praktisch sein, schnell zu einzelnen Abschnitten

wechseln zu kénnen.

Fur den Moment ist unsere Ausgabe aber noch sehr tbersichtlich. Zuallererst finden wir eine
Angabe, auf welche Datendatei sich die gelisteten Ergebnisse berhaupt beziehen (diese erscheint u.U.
nur, wenn mehrere Datendateien gleichzeitig getffnet sind). Hier kann schnell erkannt werden, falls
eine Analyse irrtimlich fur eine falsche Datendatei durchgefiihrt wurde. Das kann schnell einmal
passieren, wenn man viele Datendateien gleichzeitig ge6ffnet hat. Daher wird gerade flir den Beginn der
Arbeit mit (und Eintibung in) SPSS empfohlen bei jeder Analyse nur einen einzigen Datensatz ge6ffnet

zu haben.

Direkt im Anschluss finden wir eine Tabelle mit der Uberschrift ,,Statistics*. Diese Tabelle zeigt
uns lediglich an, dass fir alle drei ausgewdahlten Variablen jeweils 51 Messwerte vorliegen und

insbesondere fiir keine Variable fehlende Werte vorliegen, siehe Abbildung 3.10.

Statistics

Geben Sie lhre
Bitte geben Sie  Schulabschlus

lhr Geschlecht snote in
Alter in Jahren an. Mathematik an.
[+ Walid 51 a1 a1
Missing 0 1] 1]

Abbildung 3.10. Unsere erste mit SPSS erzeugte Tabelle, wie schon!
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Unter der Uberschrift “Frequency Table* finden wir anschlieBend drei Haufigkeitstabellen, je
eine fir unsere drei Variablen. In jeder Haufigkeitstabelle sind die einzelnen Messwertauspragungen
der GroRe nach geordnet (bei nominalen Variablen werden dafiir, sofern vorhanden, die definierten
Zahlenwerte fiir die einzelnen Kategorien verwendet) und sowohl absolute als auch relative
Haufigkeiten (in Prozent) sowie kumulierte relative Haufigkeiten angegeben. Die Spalte mit der
Bezeichnung ,,Valid Percent” beinhaltet die relative Haufigkeit nach Bereinigung fur fehlende Werte.
Da in unserem Fall keine Werte fehlen, beinhalten die Spalten ,,Percent* und ,,Valid Percent™ dieselben

Werte.

An den Haufigkeitstabellen lassen sich nun bereits viele Eigenschaften tiber die Verteilung der
drei Variablen in der Stichprobe ablesen. Beispielsweise erkennen wir an der Haufigkeitstabelle fiir das
Alter, dass beinahe die Halfte der Stichprobe 20 Jahre oder jinger ist, dass alle Personen volljahrig sind,
dass es nur eine Person uber 30 gibt etc., siehe Abbildung 3.11. Zudem sehen wir an der
Héaufigkeitstabelle fir das Geschlecht, dass fast drei Viertel der Stichprobe weiblich sind. An der
Haufigkeitstabelle fiir die Abschlussnote in Mathematik sehen wir, dass mehr als die Halfte mit ,,Sehr

Gut* oder ,,Gut* abgeschlossen hat und knapp 10% mit ,,Geniigend*, siehe Abbildung 3.12.

Alter in Jahren

Cumulative
Frequency  Percent  “alid Percent Fercent

Valid 18 5 9.8 9.8 9.8
18 9 17.6 17.6 275
2 10 19.6 19.6 471
21 9 17.6 17.6 647
22 4 78 78 725
23 3 549 549 784
24 2 34 34 824
i 3 549 549 88.2
26 2 34 34 522
27 1 20 20 541
28 1 20 20 96.1
28 1 20 20 58.0
ar 1 20 20 100.0
Total 51 100.0 100.0

Abbildung 3.11. Die von SPSS generierte Haufigkeitstabelle fur die Variable alter, mit der das Alter der
Personen in der Stichprobe erfasst wurde.
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Bitte geben Sie lhr Geschlecht an.

Cumulative
Frequency  Percent  Valid Percent FPercent
Walid Weiblich ar 725 725 725
mannlich 14 275 275 100.0

Total 51 100.0 100.0

Geben Sie |hre Schulabschlussnote in Mathematik an.

Cumulative
Frequency  Percent  Valid Percent Fercent
Valid 1 10 19.6 19.6 19.6
2 21 41.2 41.2 60.8
3 15 20.4 294 §0.2
4 5 9.8 9.8 100.0

Total 51 100.0 100.0

Abbildung 3.12. Die beiden Haufigkeitstabellen fiir das Geschlecht und die Schulabschlussnote in

Mathematik flr die Personen in der Stichprobe.

Auch wenn hier zu Illlustrationszwecken die von SPSS generierten Tabellen in Form von Bildern
gezeigt werden, wird hier bereits darauf hingewiesen, dass das Einfligen von Tabellen in Form von
Abbildungen in Ergebnisberichten keine gute Analysepraxis ist (da sich dann u.a. einzelne Zahlen,
Zeilen oder Spalten fir etwaige Weiterverarbeitung der Daten durch Dritte nicht aus den Berichten
extrahieren lassen; bzw. nicht auf vergleichsweise einfachem Weg). Fur Ergebnisberichte sollten also
im entsprechenden Dokument wirklich auch Tabellen erstellt werden, wenn tabellarische Ergebnisse zu

berichten sind oder der Verstandlichkeit der Ergebnisdarstellung dienlich sind.

Die angeforderten Balkendiagramme geben uns schliel}lich noch visuell Aufschluss tber die
Verteilung der drei Variablen in der Stichprobe. Das resultierende Balkendiagramm fiir die Mathematik-
Abschlussnoten ist in Abbildung 3.13 (oberes Panel) dargestellt. Fiir die Balkendiagramme sind absolute
Haufigkeiten auf der Ordinate abgetragen, im Kontextmeni unter ,,Charts...” unter Analyze >>
Descriptive Statistics >> Frequencies... konnen hierflr aber auch relative Haufigkeiten ausgewahlt

werden, indem ,,Percentages* unter ,,Chart Values* ausgewahlt wird.
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Geben Sie Ihre Schulabschlussnote in Mathematik an.
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Geben Sie lhre Schulabschlussnote in Mathematik an.
Geben Sie lhre Schulabschlussnote in Mathematik an.
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Geben Sie lhre Schulabschlussnote in Mathematik an.

Abbildung 3.13. Oben: Balkendiagramm fur die Mathematik-Abschlussnoten in absoluten
Héufigkeiten. Unten: Balkendiagramm flr die Mathematik-Abschlussnoten in relativen Haufigkeiten

(in Prozent).

Aus den Haufigkeitstabellen lasst sich auch bereits ablesen, welche Auspragung der jeweiligen
Variable am hdaufigsten vorkommt. Zum Beispiel ist das hdufigste Alter 20 Jahre, das haufigste
Geschlecht ,,weiblich® und die hiufigste Abschlussnote ,,Gut™. Bei diesen Werten handelt es sich also
um die sogenannten Modalwerte fur diese Variablen. Der Modalwert ist bereits ein Beispiel fir

Mal3zahlen zur Beschreibung von Stichproben. Diesen wenden wir und jetzt zu.
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MaRzahlen

Gerade fur metrische Variablen mit sehr vielen einzelnen Auspragungen sind oft Haufigkeitstabellen
weniger informativ. Um die Verteilung von metrischen Variablen uUber die Stichprobe zu
charakterisieren, bietet es sich stattdessen eher an, MaRzahlen wie Mittelwert, Median,
Standardabweichung, Schiefe (Engl.: Skewness) oder Waélbung (auch: Kurtosis) zu ermitteln sowie auf

grafische Darstellungen wie Boxplots oder Histogramme zurtickzugreifen.

In SPSS gibt es viele verschiedene Mdoglichkeiten sich MalRzahlen ausgeben zu lassen. Im

Folgenden sind einige Mdglichkeiten wiederum fiir das Beispiel der Variable alter angefiihrt.

Eine Madglichkeit besteht beispielsweise in der Auswahl der gewinschten Malizahlen unter
Analyze >> Descriptive Statistics >> Frequencies... und dort unter ,,Statistics...*, siche Abbildung
3.14. In diesem Fall haben wir den Mittelwert, den Median, den Modalwert als Lagemale, die
Standardabweichung, das Minimum und Maximum sowie die Spannweite (= Maximum — Minimum)
als Streuungsmalie, sowie Schiefe und Wélbung zur Charakterisierung der Form der Verteilung des

Alters in der Stichprobe ausgewahlt.

&a Proband:innencode [code] Alter in Jahren [alter]
& Griilbe in cm [grafke]
& Schuhgrofe in EU Format [schuhgrofe]
& Welches Hauptfach hat lhnen in der Schul
e

f Auf einer Skala von 1 bis 10, wie gut habe...
& Auf einer Skala von 1 bis 10, wie sehr lisbe. .
& Auf einer Skala von 1 bis 10, wie sehr mig
f Auf einer Skala von 1 bis 10, Sie lemen fir_..
&5 Bitte geben.S\e Ihr G.eschlecht an. [geschl... 8 Frequencies: Statistics X
& Wie sehr stimmen Sie der folgenden Auss...
& Wie sehr stimmen Sie der folgenden Auss... Percentile Values Central Tendency
& Wie sehr stimmen Sie derfolgenden.Auss... [Guartiles ] Mean
il Geben Sie Ihre Schulabschlussnote in Mat... [ Cut points for : Med
& Wie sehr stimmen Sie der folgenden Auss... HELEe €qual groups L
& Wie sehr stimmen Sie der folgenden Auss... [ Percentile(s): Mode
& Sind Sie derzeit verliebt? [verliebt] Add [JSum
&> Wie definieren Sie lhren derzeitigen Bezieh. .. : —
& Welchem Hogwarts-Haus fiihlen Sie sich z... =ha
& Umkodierung des ltems "Politik ddet mich _.. Remove
& Politikaffinitat_Summe
& Politikaffinitat_Mittelwert .
&> Schuhgrdle in Kategorien von klein (0) un._. [ Values are group midpoints

Dispersion Distribution

Std. deviation [v] Minimum Skewness

[ wariance Maximum ] Kurtosis
[ Display frequency tables [] Create APA style tables Rangs SE. mean

g
| Paste | | Reset ‘ Cancel Help |

Abbildung 3.14. Auswahl einiger deskriptiver Statistiken fur die Variable alter.
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Das Ergebnis ist in Abbildung 3.15 dargestellt. Wir sehen wiederum, dass 51 Messwerte
vorliegen und fur keine Person das Alter fehlt. Das mittlere Alter in der Stichprobe betrégt 21.63 Jahre,
der Median liegt bei 21 Jahren. Das hatten wir auch schon an der H&ufigkeitstabelle oben ablesen
kénnen, da der Median ja gerade jene Variablenauspragung ist, die die Reihe der Grélie nach geordneter
Messwerte in zwei gleich groRe Halften teilt. Auch der Modalwert von 20 Jahren war uns schon bekannt
(dieser ist aber bei metrischen Variablen kaum je interessant). Die Standardabweichung betrégt ferner
3.49 Jahre. Hierbei ist wichtig zu beachten, dass es sich dabei nicht um die empirische

Standardabweichung

Semp =

handelt, sondern um den Schéatzwert der Populationsstandardabweichung auf Basis der Stichprobe

mittels der (erwartungstreuen) Schitzfunktion fir die Populationsvarianz o2, d.h.

Statistics
Alter in Jahren
M Walid 51

Missing 0
Mean 21.63
Median 21.00
Mode 20
Std. Deviation 3.487
Skewness 2120
Std. Error of Skewness 333
Kurtosis 6.550
Std. Error of Kurtosis 656
Range 14
Minirnum 18
Maximum kr)

Abbildung 3.15. Ergebnistabelle fiir die angeforderten Malizahlen fir die Verteilung der Altersvariable

in der Stichprobe.
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Am positiven Wert der Schiefe erkennen wir, dass es sich um eine rechtsschiefe bzw. linkssteile
Verteilung handelt, sieche Abbildung 3.16. Das heif3t, dass sich die Verteilung von einer symmetrischen
Verteilung nach links hin weg neigt, was auch daran erkennbar ist, dass Median und Modalwert jeweils
kleiner als der Mittelwert sind. Die positive Wolbung (Kurtosis) zeigt an, dass die Flanken der
Altersverteilung zudem ausgeprégter sind als bei einer Normalverteilung, dass es also mehr extreme
Ausreiller geben konnte als aufgrund einer Normalverteilung zu erwarten waren. Hier ist wichtig zu
bedenken, dass SPSS nicht die eigentliche W6lbung, sondern den Exzess (Waélbung minus 3) gegeniiber
einer Normalverteilung ausgibt (eine Normalverteilung hat eine Wélbung von 3). Der Vergleich der
Werte fir Schiefe und Wolbung mit ihren jeweiligen Standardfehlern zeigt zudem an, dass beide
MaRzahlen deutlich von denjenigen abweichen, die man fir die Ziehung einer einfachen
Zufallsstichprobe aus einer normalverteilten Grundgesamtheit erwarten kénnte. In beiden Fallen weist
ein Verhaltnis der jeweiligen MaRzahl zu ihrem Standardfehler von mehr als 2 auf eine deutliche
Abweichung hin. Zur Bedeutung dieser Malzahlen fur die Einschatzung, ob eine Variable durch eine
normalverteilte Zufallsvariable approximiert werden kann, werden wir aber in spéateren Kapiteln noch

kommen. Es macht also nichts, falls diese Informationen jetzt noch sehr abstrakt klingen.

Alter in Jahren

Frequency

18 19 20 21 22 23 24 25 26 27 28 29 37

Alter in Jahren

Abbildung 3.16. Rechtsschiefe bzw. linkssteile Altersverteilung.
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Die Spannweite gibt schlielich an, dass das Alter in der Stichprobe einen Bereich von 19 Jahren
abdeckt. Dies lasst sich auch leicht an Maximum und Minimum ablesen: die alteste Person war 37 Jahre

alt, die jlingste 18.

Eine weitere Mdoglichkeit sich einen grafischen Uberblick Gber die Verteilung des Alters in der
Stichprobe zu verschaffen, besteht in einem sogenannten Boxplot. Dieses kann tiber Graphs >> Chart
Builder... generiert werden. Dort kann dann aus dem Menii links unten ,,Boxplot* und in der dortigen
Auswahl dann das einfache Boxplot (dritte Mdglichkeit ganz rechts) ausgewéhlt werden, siehe
Abbildung 3.17. Die Variable alter kann dann auf die y-Achse (Ordinate; in SPSS vor Einfligen der
Variablen allerdings als x-Achse bezeichnet) gezogen werden. Mittels ,,Paste kann der nétige Code in

die Syntaxdatei eingefiigt werden. Die Ausfuhrung des Codes erzeugt dann das Boxplot, das in

Abbildung 3.18 gezeigt ist.

LC]

Variables:

g Chart preview uses example data
Fa code &

1-D Boxplot of Aker i Jalwen
& alter

& grolte poe—- -3 1
& schuhgrifie {
& hauptfach H |

& schiaf

& cratictibliaha g |

Filter by

 Gategory 1 i
M Category 2 e

Gallery Basic Elements Groups/Point ID  Titles/Footnotes

Choose from:
lFa»Dri!ES s o
Bar

Line i !

| Area

Pia/Polar
Scatter/Dat

Histogram
High-Low
Boxplat
Dual Axes

| Ea:r.=| Reset | |'Ca.'|c=.. | Help |

Abbildung 3.17. Auswahl eines einfachen Boxplots unter Graphs >> Chart Builder ....

Das resultierende Boxplot illustriert ebenfalls die deutliche Schiefe der Altersverteilung. Die
mittleren 50% der Variable Alter dréngen sich am unteren Ende der Verteilung, was man an der Lage
der blauen Box in Abbildung 3.18 erkannt. Die obere Kante dieser Box entspricht dem 3. Quartil der

Altersverteilung, d.h. jenem Alter unterhalb dessen 75% aller Messwerte liegen. Die untere Kante
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entspricht dem ersten Quartil, d.h. jenem Alter unterhalb dessen 25% aller Messwerte liegen. D.h.
zwischen der unteren und der oberen Kante, d.h. innerhalb der Box liegen die Halfte der Messwerte.
Nach unten erstrecken sich die unteren 25% nicht sehr weit (da das Mindestalter in der Stichprobe 18
Jahre betrégt). Nach oben hin (also zu héherem Alter) erstrecken sich die Messwerte also noch recht
weit. Mit einem 37-jahrigen liegt sogar ein extremer AusreilRer (erkennbar durch den Stern in der
Darstellung) vor. Extreme Ausreifer sind durch mehr als 3 Interquartilsabstande von der
néchstliegenden Kante der Box charakterisiert. Gewdhnliche Ausreier sind durch mehr als 1.5
Interquartilsabstande von der nachstliegenden Kante der Box charakterisiert und wirden durch einen
Kreis dargestellt werden (hier haben wir allerdings keine gewdhnlichen Ausreifier). Messwerte
zwischen dem Minimum und dem ersten Quartil bzw. zwischen dem dritten Quartil und dem Maximum

werden durch die sogenannten Whiskers (die T-férmigen Ausformungen in Abbildung 3.18) dargestellt.

1-D Boxplot of Alter in Jahren

40

30

35

30

Alter in Jahren

25

20

Abbildung 3.18. Boxplot der Altersverteilung.

Wie oben bereits angekiindigt, gibt es in SPSS aber noch jede Menge andere Moglichkeiten sich
deskriptive Statistiken (und gegebenenfalls noch weitere grafische Veranschaulichungen) ausgeben zu
lassen. Eine weitere Moglichkeit besteht unter Analyze >> Descriptive Statistics >> Descriptives..., WO
unter ,,Options...“ dann eine Auswahl an Mal3zahlen getroffen werden kann (allerdings kann dort weder

Median noch Modalwert ausgegeben werden).
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Unter Analyze >> Descriptive Statistics >> Descriptives... kann zudem auf einfache Weise eine
z-Transformation von Variablen durchgefiihrt werden. Dazu muss nur die Option ,,Save standardized
values as variables” angewdahlt werden, siehe Abbildung 3.19. Die z-Transformation einer Variablen

ergibt eine neue Variable mit Mittelwert O und Standardabweichung 1 und ist gegeben durch:

Die Verwendung z-transformierter Variablen kann im Rahmen linearer Regressionsmodelle

(Kapitel 9-12) fur die Interpretation von Ergebnissen ntzlich sein.

"n;,-'l Descriptives %

Variable(s): Options

& qgroie - & alter
Sty
& schuhgrafie =
&5 hauptfach Bootstrap
& schlaf
«

& statistikliebe

ﬁ mathematikliebe
& statistikschmer.__
& geschlecht d

[]:Save standardized values as variables

Ok Paste || Reset | | Cancel Help

Abbildung 3.19. Das Menii ,,Descriptives” unter Analyze >> Descriptive Statistics bietet eine einfache

Mdglichkeit eine z-Transformation von Variablen durchzufihren.

Kreuztabellen

Kreuztabellen sind eine nutzliche Mdoglichkeit um die Verteilung einer kategorialen Variablen Gber
mehrere Kategorien einer anderen kategorialen Variablen hinweg darzustellen. Kreuztabellen kénnen
unter Analyze >> Descriptive Statistics >> Crosstabs generiert werden. Unter ,,Cells...“ konnen dort
zudem relative Haufigkeiten fur Zeilen, Spalten oder alle Zellen der sich ergebenden Kreuztabelle
angefordert werden. Abbildung 3.20 zeigt die nétigen Eingaben fiir die Erstellung einer Kreuztabelle
fir die beiden Variablen geschlecht und hauptfach. Abbildung 3.21 zeigt die in der Ausgabe

resultierende Kreuztabelle.
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"@ Crosstabs W
Row(s): Exact
|@a code | ~ & geschlecht
P
& schuhgroesse Column(s):
Format
& schlaf - &b hauptfach
& statistikliebe
&% mathematikliebe
Layer 1of 1

& statistikschmerzen
& mathe_mathe1 Previous
& mathe_mathe?
& mathe_mathe3
ol notemathe hd
& politik_politik1 -

[1:]
-
B3

]
[ ] Display clustered bar charts

[] Suppress tables
| Paste H Beset ||Canc:e| H Help |

Abbildung 3.20. Erstellung einer Kreuztabelle (SPSS Version 29; in SPSS Version 30 ist in diesem

Menii anstelle von ,,Row(s)“ die Bezeichnung ,,TargetList“ zu finden; lassen Sie sich davon nicht
beirren, wie alles im Leben, verandern sich auch Programme und Software mit der Zeit bzw. mit
fortschreitender Versionsnummer).

Bitte geben Sie Ihr Geschlecht an. * Welches Hauptfach hat lhnen in der Schule
am meisten Freude bereitet? Crosstabulation

Count
Welches Hauptfach hat [hnen in der Schule am
meisten Freude bereitet?
Deutsch Englisch Mathematik Total
Bitte gehen Sie [hr Weiblich a8 22 7 cri
2l mannlich 3 3 8 14
Total 11 25 15 51

Abbildung 3.21. Resultierende Kreuztabelle fiir die Variablen geschlecht und hauptfach in der Schule.
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Male des Zusammenhangs zwischen metrischen Variablen — Korrelationen

Bisher haben wir hauptsachlich deskriptive Statistiken betrachtet, die zur Charakterisierung der Lage
(z.B. Mittelwert oder Median) oder der Streuung (z.B. Standardabweichung) oder anderer
Charakteristika einzelner metrischer (oder auch kategorialer) Variablen verwendet werden. Mit den
Kreuztabellen im vorhergehenden Abschnitt haben wir eine einfache Mdglichkeit kennengelernt,
eventuelle Zusammenhénge zwischen kategorialen Variablen zu veranschaulichen. Manchmal sind wir
allerdings auch an Zusammenhangen zwischen metrischen Variablen interessiert. Um MafRzahlen zur
Beschreibung solcher Zusammenhdnge geht es in diesem Abschnitt. Die Eigenschaften und
Unterschiede dieser MaBzahlen — und auch wie sie mithilfe von SPSS berechnet werden kénnen —

werden allesamt an folgendem Beispiel illustriert.

Im Datensatz ,,Kap3daten2.sav* sind Gewicht und GroBe fiir 20 (sehr athletische) Ménner und
Frauen gegeben, siehe Abbildung 3.22. Im Falle einer durchwegs sehr athletischen Stichprobe ist es
naheliegend, dass zwischen GréRe und Gewicht ein enger Zusammenhang besteht. Um uns von diesem
Zusammenhang im wahrsten Sinne des Wortes ein Bild zu machen, kénnen wir, bevor wir versuchen
den Zusammenhang zu quantifizieren (d.h., in eine Zahl zu fassen), in SPSS ein sogenanntes
Streudiagramm anfordern. Dazu wéhlen wir in der gedffneten Datendatei unter ,,Graphs® den ersten
Punkt ,,Chart Builder...“ aus. Falls wir letzteren noch nie verwendet haben, erscheint nun eine Meldung,
die uns erklart, dass es fiir ein angemessenes Funktionieren des ,,Chart Builder*“-Assistenten wichtig ist,
dass die Skalenniveaus aller Variablen korrekt angegeben werden. Sollten wir daran noch Zweifel
haben, kénnen wir liber die Schaltflidche ,,Define Variable Properties...“ zu einem Assistenten gelangen,
der uns dabei helfen kann, passende Skalenniveaus fur unsere Variablen zu definieren. Wenn wir uns
allerdings wie hier sicher sind, dass wir bei der Definition der Variablen alles richtig gemacht haben,
kénnen wir auch einfach auf die Schaltfliche ,,OK* klicken, um zum eigentlichen ,,Chart Builder*-
Assistenten zu gelangen. Durch Anwéhlen der Option ,,Don’t show this dialog again“ kénnen wir das
Erscheinen dieses Dialogfensters bei der nidchsten Auswahl des ,,Chart Builder“-Assistenten auch

verhindern.

Im schlieBlich gedffneten ,,Chart Builder“-Assistenten wéhlen wir unter der Rubrik ,,Gallery*

links unten ,,Scatter/Dot* aus, und unter den daraufhin erscheinenden Optionen durch Doppelklick
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»Scatter Plot“, siche Abbildung 3.23. Schlielich ziehen wir die Variable GroRe auf die x-Achse und

die Variable Gewicht auf die y-Achse wie in Abbildung 3.23 illustriert. AnschlieRend klicken wir auf

,»,Paste” und fithren die eingefiigten Kommandozeilen in der Syntax aus.

@alD
JoCe

Rock
RaOr
UnTa
TriH
SeRo
Sala
AJSt
Rey
Punk
AlBI
ZeVe
Bely
ChGr
NiJa
BiBe
LiMo
lySk
RhRi
LyVa

(o= N =y RS, N - FUR L6

F U P [ [y [ U o B e B [y
O W00~ G W N o P

#2 Chart Builder

Variables

& Groke ¢ Gewicht & BMI
1.85 114.00 33.31
1.96 116.00 30.72
1.96 113.00 29.41
2.08 140.00 32.36
1.93 116.00 31.14
1.85 102.00 29.80
1.85 96.00 28.05
1.80 100.00 30.86
1.68 79.00 27.99
1.88 99.00 28.01
1.556 46.00 19.15
1.54 48.00 20.24
1.68 61.00 21.61
1.70 57.00 19.72
1.83 123.00 36.73
1.70 70.00 2422
1.65 57.00 2094
1.56 54.00 2219
1.70 62.00 2145
1.67 59.00 21.16

2

RN W U N PSS U U i g o gt S R L RS R S RS RS RS R N |

&> Geschlecht & GroRe zentriert & Gewichi_zentriert

.08 28.30
19 32.30
19 27.30
31 54.30
16 30.30
.08 16.30
.08 10.30
03 14.30
-.09 -6.70
11 13.30
-.22 -39.70
23 -37.70
-.09 -24.70
-07 -28.70
06 37.30
-07 -15.70
-12 -28.70
-.21 -31.70
-07 -23.70
-10 -26.70

Abbildung 3.22. Datenansicht zum Datensatz ,,Kap3daten2.sav*.

Chart preview uses example data

4 Eindeutiger Per._. *
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& Geschlecht (1=
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Filter by:
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No categories (scale
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Abbildung 3.23. Anforderung eines Streudiagramms, in dem die KorpergroRe auf der Abszisse (x-

Achse) und das Korpergewicht auf der Ordinate (y-Achse) abgetragen wird.
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Wird zum ersten Mal eine Abbildung in SPSS erstellt, kann es sein, dass die Erstellung etwas
langer dauert. Aber mit ein wenig Geduld sollten wir schlieBlich in der Ausgabe die Grafik erhalten, die
in Abbildung 3.24 dargestellt ist. Wir sehen, dass fir unsere Stichprobe in der Tat ein sehr enger
Zusammenhang zwischen KdrpergréfRe und -gewicht besteht: je groRer eine Person, desto schwerer
dirfte die Person in der Regel auch sein. Ausnahmen von dieser Regel sind im gegebenen Datensatz in

der Tat Mangelware.

Eine grafische Inspektion mittels eines Streudiagramms ist insbesondere bei Vermutung eines
Zusammenhangs zwischen zwei metrischen Variablen eigentlich immer zu empfehlen (Anscombe,
1973; siehe auch Ubungsaufgabe 3.15). In diesem Fall iiberzeugt auch die graphische Darstellung bereits
sehr deutlich vom tatsachlichen Bestehen eines solchen Zusammenhangs. Aber wie lasst sich dieser

Zusammenhang nun auch in einer Mal3zahl abbilden, d.h., quantifizieren?

Um dies zu erlautern, denken wir kurz dartiber nach, was wir eigentlich meinen, wenn wir sagen,
dass zwischen zwei metrischen Variablen ein Zusammenhang besteht. Wir sagen, dass zwischen zwei
metrischen Variablen ein Zusammenhang besteht, tiblicherweise dann, wenn eher grof3e Werte der einen
Variablen mit eher groBen (oder eher kleinen) Werten der anderen Variablen einhergehen und
umgekehrt. Im Falle des in Abbildung 3.24 dargestellten Beispiels sagen wir genau deshalb, es scheint
eindeutig ein Zusammenhang zwischen GroRe und Gewicht zu bestehen, weil Personen mit einem eher
groleren Gewicht auch eher groRere Personen sind und umgekehrt eher leichtere Personen auch eher
kleinere Personen sind. Wir wirden von einem Zusammenhang auch dann sprechen, wenn der
Zusammenhang gerade umgekehrt ware, also eher kleiner Auspragungen einer Variablen mit eher
groReren Auspragungen der anderen Variablen assoziiert wéren. Solche Zusammenhange werden
manchmal auch als ,,negative Zusammenhénge bezeichnet, aber ebenfalls als Zusammenhénge. Von
keinem Zusammenhang wirden wir nur dann sprechen, wenn die Auspragungen einer Variablen in
keiner erkennbaren Form mit den Auspridgungen der anderen Variablen assoziiert wiren. In ,keiner
erkennbaren Form* impliziert auch, dass Zusammenhénge nicht unbedingt monoton oder gar linear sein
missen. Es kann z.B. sein, dass kleine und grofRe Werte einer Variablen jeweils mit groBen Werten der
anderen Variablen assoziiert sind, und mittlere Werte hingegen mit kleinen Werten. In diesem Fall

konnte u.U. ein sog. quadratischer Zusammenhang zwischen den Variablen vorliegen.
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Scatter Plot of Kérpergewicht in kg by Kérpergrée inm
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Abbildung 3.24. Streudiagramm fur KorpergroRe und -gewicht fiir den Datensatz ,,Kap3daten2.sav*.

Im Folgenden werden wir uns lediglich mit der Quantifizierung von monotonen und
insbesondere linearen Zusammenh&ngen befassen. Monotone Zusammenhdnge bezeichnen
Zusammenhinge der Form ,,je, desto: je groBer eine Variable, desto gréfer auch die andere (ein sog.
positiver Zusammenhang); oder je kleiner eine Variable, desto grofRer die andere (ein sog. negativer
Zusammenhang). Mit einem linearen Zusammenhang ist ein Zusammenhang gemeint, bei dem im Mittel
fiir jedes Paar von Werten der beiden betrachteten Variablen ein Unterschied zwischen dem Wert der
einen Variablen und typischen Werten fiir diese Variable auf einer flir diese Variable typischen Skala
mit entsprechenden Unterschieden zwischen dem Wert der anderen Variablen und typischen Werten fir
die andere Variablen auf einer fur die andere Variable typischen Skala einhergeht. Da das duRerst
kompliziert klingt, ist es vermutlich eine gute ldee, diese Erlauterung noch einmal schrittweise am

Beispiel der KdrpergréRen und -gewichte zu erlautern.

Abbildung 3.24 zeigt uns, dass KérpergrdéRen fur die untersuchte Stichprobe zwischen ca. 1.50
m und 2.10 m variieren. Korpergewichte variieren hingegen auf einer ganz anderen Skala: erstens
variieren sie nicht in Metern sondern in Kilogramm, und auch zahlenmé&Rig in einem vollig anderen
Intervall: in etwa von 40 kg bis 140 kg. Auch bei typischen KdrpergréfRen und -gewichten handelt es

sich um vollig unterschiedliche GroRRen. Wahlen wir als MaR fir eine typische KorpergroRe den
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Mittelwert, so erhalten wir M = 1.77 m (mit einer Standardabweichung von SD = 0.15 m), fir das
typische Gewicht, ebenfalls in Form des Mittelwerts, erhalten wir M = 85.70 kg (mit einer
Standardabweichung von SD = 29.40 kg). Die Standardabweichungen zeigen wiederum an, dass die
beiden Grolien typischerweise Uber vollig andere Bereiche variieren. Allerdings sprechen wir von einem
linearen Zusammenhang zwischen den beiden Variablen genau dann, wenn eine Variation der einen
Variablen auf der fir sie typischen Skala mit einer proportionalen Variation der anderen Variablen auf
der fur die andere Variable typischen Skala einhergeht, und das tber den gesamten Bereich beider
Variablen hinweg. Abbildung 3.24 zeigt, dass Personen, die in etwa 10 cm groRer sind als andere
Personen, in etwa 20 kg schwerer sind als andere Personen. D.h. ein GréRenunterschied von 1 cm geht
in etwa mit einem Gewichtsunterschied von 2 kg einher und das in guter Naherung Uber die ganze
Bandbreite an GroRen von 1.50 m bis 2.10 m. Genau das ist gemeint, wenn von einem linearen
Zusammenhang zwischen zwei Variablen die Rede ist: &ndert sich eine Variable um einen bestimmten
Wert, so veréndert sich die andere um einen dazu proportionalen Wert, unabhangig davon, wo die
Variablen in ihrer Bandbreite an mdglichen Werten liegen. Dass dieser Zusammenhang nicht flr jedes
Wertepaar in Abbildung 3.24 exakt gilt, sondern lediglich approximativ und ,,im Groflen und Ganzen®,
hat damit zu tun, dass die GroRe fir das Gewicht zwar sicherlich ein bestimmender Faktor ist, aber nicht
der einzige, sondern es noch andere Faktoren gibt, die dafur eine Rolle spielen, tber die wir allerdings
keine Informationen haben. Diese zusatzlichen, unbekannten Faktoren konnen den Zusammenhang in
beide Richtungen beeinflussen (d.h., zu etwas geringerem oder groBeren Gewicht bei gleicher GroRe
fihren) und sorgen daher fir eine Schwankung um den im Mittel sehr deutlichen linearen

Zusammenhang.

Zur Quantifizierung dieses linearen Zusammenhangs missen wir nun nur noch das oben
Gesagte in uns bereits bekannten statistischen Gréfien zum Ausdruck bringen. Zuerst mdchten wir
wissen, ob eher grofRe Abweichungen von der typischen KoérpergroRe auch mit eher groRen
Abweichungen vom typischen Gewicht einhergehen. Dazu kdnnen wir uns in einem ersten Schritt
einfach einmal alle Abweichungen fur beide Variablen von deren typischen Auspréagungen berechnen.
Dies kénnen wir tun, indem wir von jeder einzelnen Variablenauspragung den Mittelwert der Variablen

abziehen. Dies wird auch als Zentrierung bezeichnet und kénnte in SPSS z.B. unter Transform >>
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Compute Variable... durchgefuhrt werden. Flr diesen Datensatz wurde diese Zentrierung bereits
vorgenommen, siehe die beiden Variablen GroRe_zentriert und Gewicht_zentriert (siehe auch die
beiden Spalten ganz rechts in Abbildung 3.22). An den beiden in Abbildung 3.22 dargestellten Spalten
mit den Auspragungen fur diese beiden Variablen erkennen wir sehr gut den Zusammenhang zwischen
diesen beiden Abweichungen: weicht die Grolie sehr weit (auf der Skala fur die Grofie) nach oben hin
vom typischen Wert ab (z.B. der Wert 0.31 in Zeile 4), so weicht auch das Gewicht sehr weit nach oben
(auf der Skala flr das Gewicht) vom typischen Gewicht ab (der Wert 54.30 in Zeile 4). Weicht um
gekehrt der Wert fiir die Grof3e sehr weit nach unten von der typischen GroRe ab (z.B. der Wert -0.23 in
Zeile 12), so weicht auch das Gewicht sehr weit nach unten ab (der Wert -37.70 in derselben Zeile).
Dies gilt ,,im GroBen und Ganzen* fiir alle Werte und jeweils proportional zur Gréf3e der Abweichung
vom jeweils typischen Wert. Um diesen Zusammenhang in eine einzelne Zahl zu fassen, kénnte man
nun die Produkte der einzelnen Zahlenpaare bilden, aufsummieren, und schlieRlich durch die Anzahl
der Zahlenpaare dividieren. Dies ware in der Tat eine Quantifikation des mittleren Zusammenhangs
zwischen den beiden Variablen. Wird die KorpergroRe der i-ten Person mit x; und das Gewicht mit y;

bezeichnet, so wirde die Formel fiir die soeben beschrieben Grofie lauten:

1 n
COVamp(6,Y) = = > (i = D = 7).
i=1

Diese Grole wird als empirische Kovarianz zwischen den Variablen x und y bezeichnet. Der
Zusatz ,.empirisch* bezieht sich darauf, dass es sich dabei um die Kovarianz zwischen den konkreten
Werten der beiden Variablen in der Stichprobe handelt (und nicht um die Schatzung der Kovarianz in
der Population, aus der diese Stichprobe gezogen wurde). In der Tat handelt es sich bei der Kovarianz
um eine GroRe, die den linearen Zusammenhang zwischen zwei Variablen erfasst: je groRer der lineare
Zusammenhang, desto grofer die Kovarianz. Das Vorzeichen der Kovarianz erfasst auch die Richtung
des Zusammenhangs: gehen Abweichungen von typischen Werten nach oben in x typischerweise mit
Abweichungen von typischen Werten nach oben in y einher, so sind die einzelnen Summanden in der
Formel fir die Kovarianz vorwiegend positiv und die Kovarianz insgesamt typischerweise eher positiv;

gehen umgekehrt Abweichungen von typischen Werten nach oben in x mit Abweichungen von

91



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

typischen Werten nach unten in y einher, so sind die einzelnen Summanden in der Formel fir die

Kovarianz vorwiegend negativ und die Kovarianz insgesamt typischerweise eher negativ.

Allerdings hat die Kovarianz fir die Quantifizierung des linearen Zusammenhangs den
gravierenden Nachteil, dass sie von den Einheiten abhangt, mit denen die beiden Variablen erfasst
wurden. Wird die Korpergrolie in unserem Beispiel etwa in cm statt in m angegeben, so sieht man an
der Formel oben, dass sich die Kovarianz schlagartig um den Faktor 100 verdndern wirde. Dies wére
aber nicht der Fall, weil der Zusammenhang zwischen GroRe und Gewicht etwa gréfier geworden ware;
im Gegenteil, der Zusammenhang ist nach wie vor derselbe, nur die Maleinheit (fiir eine der beiden
Variablen) hat sich verandert. D.h., flr ein brauchbares MaR des Zusammenhangs zwischen zwei
Variablen verlangen wir zudem, dass es unabhéngig von den Einheiten ist, mit welchen diese Variablen

erfasst werden.

Diesen Aspekt haben wir allerdings oben beim Versuch zu beschreiben, was wir mit einem
linearen Zusammenhang Uberhaupt meinen, bereits mit der Anderung einer Variablen auf ihrer
jeweiligen Skala bereits charakterisiert. D.h., wir betrachten nicht nur die Abweichungen der Variablen
von ihren jeweiligen typischen Werten an sich, sondern diese Abweichungen auf der flr die Variable
typischen Skala. Mit letzterer ist der Bereich an Werten gemeint, in dem Ausprégungen der jeweiligen
Variablen typischerweise liegen. Eine Grofle um diesen Bereich zu quantifizieren haben wir mit der
Standardabweichung auch bereits kennengelernt. D.h., wenn wir die oben berechneten Abweichungen
jeweils durch die Standardabweichung der jeweiligen Variablen dividieren, dann die Produkte bilden,
und schlieflich deren Mittelwert berechnen, bekommen wir eine MafRzahl, die den Zusammenhang
zwischen beiden Variablen einheitenunabhangig quantifiziert. Der mathematische Ausdruck fiir diese

Mafzahl lautet

n _ _ n
I -0 —y) 1
r =— = ; Zx,iZy,i-

n S S
= "xemp y,emp =

Diese Mal3zahl wird als Pearsons Produkt-Moment-Korrelationskoeffizient oder einfach als
Pearson Korrelationskoeffizient (manchmal auch nur als Pearson Korrelation) bezeichnet. Mit s, o

und sy, .y, Werden dabei die empirischen Standardabweichungen bezeichnet, mit z, ; und z,,; die z-
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transformierten Variablen x und y. D.h., der Pearson Korrelationskoeffizient fir die Variablen x und y
entspricht der Kovarianz der beiden z-transformierten Variablen. In der Tat werden durch die z-
Transformation (vgl. den entsprechenden Abschnitt oben) beide Operationen durchgefiihrt, auf die es
uns fur die Quantifizierung des linearen Zusammenhangs ankommt: zuerst die Zentrierung am
Mittelwert und anschlieBend die Standardisierung (oder Normierung) an der Skala der Variablen (d.h.
am fur die Variable typischen Variationsbereich). Durch die Standardisierung wird schlieRlich auch der
Wertebereich des Korrelationskoeffizienten auf das Intervall von -1 bis 1 beschrénkt. Besteht zwischen
zwei Variablen ein exakter positiver linearer Zusammenhang ist der Koeffizient gleich 1, ist der
Zusammenhang exakt negativ linear ist der Koeffizient -1. Besteht Uberhaupt kein linearer

Zusammenhang ist der Koeffizient gleich 0. Alle anderen Falle liegen zwischen diesen Werten.

Im Vergleich zu allem bisherigen ist die Berechnung des Pearson Korrelationskoeffizienten mit
SPSS &uRerst einfach. Dazu schieben wir im sich 6ffnenden Menu nach Auswahl von Analyze >>
Correlate >> Bivariate... einfach alle Variablen, zwischen denen wir den Pearson
Korrelationskoeffizienten berechnen méchten, in das Feld ,,Variables®, siche Abbildung 3.25. Wie wir
in der Abbildung sehen, ist der Pearson Korrelationskoeffizient bereits vorab ausgewahlt. In diesem
Meni kdnnten wir auch einen der beiden anderen Korrelationskoeffizienten berechnen lassen, die im
Folgenden noch kurz erlautert werden. Anschlieend klicken wir wieder auf ,,Paste” und fithren die
neuen Kommandozeilen in der Syntaxdatei aus. Die daraufhin erzeugte Ausgabe ist in Abbildung 3.26

dargestellt.

X

+‘-l" Bivariate Correlations

< BMI & Graflle -

&5 Geschlecht ‘&} Gewicht |
& Grialke_zentriert Bootstrap

& Gewicht_zentriert Confidence interval

Correlation Coefficients
Pearson [| Kendall's tau-b | Spearman

Test of Significance
® Two-tailed O One-tailed

Elag significant correlations [_] Show only the lower triangle

| Paste ‘ | Reset | ‘Cancel || Help ‘

Abbildung 3.25. Berechnung des Pearson Korrelationskoeffizienten mit SPSS.
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Correlations

Kérpergréite in - Kdrpergewicht

m in kg
Kirpergrifie in m Fearson Correlation 1 943"
Sig. (2-tailed) =001
I 20 20
Kirpergewichtin kg Pearson Correlation 43" 1
Sig. (2-tailed) =001
I 20 20

** Correlation is significant atthe 0.01 level (2-tailed).

Abbildung 3.26. Ausgabe fiir den Pearson-Korrelationskoeffizienten zwischen der Kérpergréfie und

dem Kdorpergewicht.

Wir sehen, dass zwischen KorpergrolRe und -gewicht in der gegeben Stichprobe in der Tat ein
sehr starker linearer Zusammenhang besteht, der Pearson Korrelationskoeffizient ist fast maximal, r =
.94. In der Ausgabe sehen wir zusétzlich noch das Ergebnis eines Signifikanztests flir die Nullhypothese,
dass der Korrelationskoeffizient in der Population gleich Null ist. Mit Signifikanztests werden wir uns
ab dem néachsten Kapitel im Detail befassen. Hier sei nur erwéhnt, dass es sich beim hier durchgefiihrten
Test um einen t-Test mit n — 2 Freiheitsgraden handelt, wobei n = 20 hier den Stichprobenumfang
bezeichnet. Bestiinde die Forschungsfrage darin, ob sich der Pearson Korrelationskoeffizient fiir die
beiden Variablen in der Population von Null unterscheidet, kénnte das Ergebnis des Signifikanztests in
diesem Fall (unter der Annahme eines Signifikanzniveaus von .005) wie folgt berichtet werden: ,,Der
Pearson Korrelationskoeffizient fuir den linearen Zusammenhang zwischen KorpergréRe und -gewicht
unterscheidet sich (mit @« = .005) signifikant von Null, r(18) = .94, p < .001. Gemal Cohen (1988)
handelt es sich um einen groBen Effekt.” Es ist Ublich beim Bericht des Pearson
Korrelationskoeffizienten die filhrende Null (d.h., die ,,0° vor dem Dezimaltrennzeichen) wegzulassen,
da sein Wertebereich zwischen -1 und 1 liegt. Zudem wurde im Ergebnisbericht auf die Heuristiken fur
Effektstarken von Cohen (1988) Bezug genommen. Effektstarken werden wir in den folgenden Kapiteln
noch im Detail besprechen. Flr den Moment gentigt es festzuhalten, dass es sich auch beim Pearson
Korrelationskoeffizienten um eine sog. Effektstarke handelt. GemaR Cohens Heuristiken (1988) werden
Korrelationskoeffizienten ab 0.1 als kleine, ab 0.3 als mittlere, und ab 0.5 als groRRe Effekte bezeichnet.
Dies gilt auch fir einige andere Korrelationskoeffizienten, von welchen wir unten noch Spearmans

Rangkorrelationskoeffizienten und Kendalls tau erlautern.
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Beziglich Pearsons Korrelationskoeffizienten ist es wichtig, sich noch einmal einige
wesentliche Einschrankungen vor Augen zu fiihren. Der Koeffizient ist, wie oben im Detail erlautert,
eine Mal3zahl fir den linearen Zusammenhang zwischen zwei Variablen. Nichtlineare Zusammenhénge
(z.B. quadratische Zusammenhange) kdnnen damit nicht beschrieben werden. Der Koeffizient ist zudem
sehr empfindlich fir sog. Ausreiller, d.h. Datenpunkte, die im Streudiagramm weit abseits der
Punktewolke aller anderen Datenpunkte liegen. Diese Einschrankung kann fir andere
Korrelationskoeffizienten (wie z.B. die beiden unten beschriebenen) deutlich geringer ausfallen,
allerdings ist dabei zu beachten, dass diese anderen Koeffizienten nicht dasselbe erfassen wie Pearsons
Korrelationskoeffizient (d.h. nicht unbedingt den linearen Zusammenhang zwischen zwei Variablen,

siehe die Erlauterung im Zusammenhang mit Kendalls tau unten).

Fur alle Korrelationskoeffizienten gilt, dass sie keine Aussagen Uber einzelne Personen
erlauben. Sie beschreiben lediglich im Mittel Zusammenhénge zwischen zwei Variablen; d.h. ,,im
GroBen und Ganzen* und nicht ,,im Finzelnen und Partikuldren®. Einzelne Félle (vgl. auch wiederum

mit der Thematik AusreilRer) konnen mitunter weit von mittleren Zusammenhéngen abweichen.

Ebenfalls gilt fur alle Korrelationskoeffizienten, dass sich aus den von ihnen beschriebenen
Zusammenhéngen keine kausalen Aussagen ableiten lassen. Handelt es sich nicht um einen rigoros
kontrollierten, experimentellen Versuchsaufbau, gibt es grundsétzlich meist viele Erklarungen fur das
Zustandekommen eines Zusammenhangs zwischen zwei Variablen (Buhner et al., 2025). So kann es
etwa in der Tat sein, dass Anderungen in der Variable x Anderungen in der Variablen y verursachen.
Die beiden Variablen héngen aber auch miteinander zusammen (= kovariieren), wenn umgekehrt
Anderungen in y Anderungen in x verursachen. Es kann auch beides gleichzeitig (zu unterschiedlichen
Anteilen) der Fall sein, d.h., Variablen kdnnen sich gegenseitig urséchlich beeinflussen (z.B. depressive
Stimmung und Schlafmangel, siehe Bihner et al., 2025). Zudem kann eine unbekannte Drittvariable
sowohl x als auch y verursachen, was wiederum in einem Zusammenhang zwischen den beiden
Variablen resultiert. Schlieflich kann auch eine Reihe unbekannter Variablen ursachlich mit den beiden
Variablen in Verbindung stehen und einem Zusammenhang zwischen x und y zugrunde liegen (Buhner

etal., 2025).
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AbschlieRend seien nun noch zwei weitere Korrelationskoeffizienten zur Beschreibung von
Zusammenhéngen zwischen zwei Variablen kurz erldutert. Beide Korrelationskoeffizienten erfassen
lediglich monotone Zusammenhénge (nicht unbedingt aber lineare Zusammenhange); nicht-monotone

(z.B. quadratische) Zusammenhénge werden durch sie nicht erfasst.

Bei  Spearmans  Rangkorrelationskoeffizienten  handelt es sich um  einen
Korrelationskoeffizienten, der auch dann verwendet werden kann, wenn beide Variablen oder eine von
beiden Variablen lediglich auf Ordinalskalenniveau vorliegen. Betrachten wir beispielsweise eine
Umfrage zum Thema Soziale Medien, in der Personen unterschiedlichen Alters nach der Haufigkeit des
Konsums sozialer Medien befragt werden. Das Alter wird dabei mittels einer metrischen Variablen
erhoben, die H&ufigkeit des Konsums sozialer Medien allerdings nur mit einer Skala mit den
Abstufungen ,,1 = so gut wie nie*, ,,2 = einmal pro Monat*, ,,3 = einmal pro Woche®, ,,4 = taglich*, ,,5
= Ofters tdglich, aber weniger als eine Stunde®, ,,6 = mehrere Stunden tdglich®. Bei letzterer Skala
handelt es sich offensichtlich nicht um eine Intervallskala und dementsprechend auch nicht um eine
metrische Variable. Allerdings kann es dennoch interessant sein, ob zwischen dem Alter der befragten
Personen und der ordinalen Variable Haufigkeit (des Konsums sozialer Medien) ein monotoner
Zusammenhang besteht, d.h., ob Personen desto hdufiger/seltener soziale Medien konsumieren, je
junger/élter sie sind. Um diese Frage zu erhellen, konnte in diesem Fall Spearmans

Rangkorrelationskoeffizient verwendet werden.

Zur Berechnung von Spearmans Rangkorrelationskoeffizienten werden zuerst die Werte beider
Variablen jeweils fir jede der beiden Variablen in Range umgerechnet. Fir eine intervallskalierte
Variable (etwa das Alter) funktioniert die Umrechnung in Rénge wie folgt. Angenommen die Stichprobe
umfasse lediglich die folgenden sieben Personen mit einem jeweiligen Alter von 18, 21, 19, 36, 25, 67,
und 53 Jahren. Diese Altersangaben werden dann in Rdnge umgerechnet, indem dem geringsten Alter
der Wert 1, dem zweitgeringsten Alter der Wert 2 usw. vergeben wird. D.h., die zu den oben
angegebenen Alterswerten gehorigen Rénge waren 1, 3, 2, 5, 4, 7, 6. Liegen sog. Rangbindungen vor,
d.h. haben etwa im Beispiel mehrere Personen dasselbe Alter, z.B. 18, 21, 18, 36, 25, 25, 25, wird ihnen
der durchschnittliche Rang der Positionen zugewiesen, die sie eingenommen hatten. D.h., in letzterem

Fall waren die resultierenden Rangwerte fur die gegebenen Alterswerte 1.5, 3, 1.5, 7, 4, 4, 4. Im Fall der
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ordinalskalierten Variablen liegen zwar bereits so etwas wie Rangwerte vor, allerdings weisen in diesem

Fall viele Falle (Personen) dieselbe Variablenauspragung, d.h. Rangbindungen, auf.

Wurden beide Variablen in Rangwerte umgerechnet, kann schlichtweg der Pearson
Korrelationskoeffizient fur die in Rangwerte umgerechneten Variablen berechnet werden. Der
resultierende Wert entspricht dann dem Spearman Rangkorrelationskoeffizienten, der tiblicherweise mit
dem Symbol rs bezeichnet wird. Spearmans Rangkorrelationskoeffizient erfasst die Monotonie von
Zusammenhangen insofern, dass er abbildet, dass positive Anderungen der einen Variablen mit
positiven Anderungen der anderen Variablen einhergehen oder positive Anderungen der einen Variablen
negativen Anderungen der anderen Variablen. Wie Pearsons Korrelationskoeffizient hat auch
Spearmans Rangkorrelationskoeffizient im ersten Fall ein positives, im zweiten Fall ein negatives
Vorzeichen. Genauso wie Pearsons Korrelationskoeffizient ist Spearmans Rangkorrelationskoeffizient
auf den Bereich -1 bis 1 beschrénkt. Im Gegensatz zu Pearsons Korrelationskoeffizient ist Spearmans
Rangkorrelationskoeffizient allerdings weniger empfindlich auf Ausreiler. Allerdings kénnen einige
wenige ungewohnliche Datenpunkte Spearmans Rangkorrelationskoeffizienten immer noch stark

beeinflussen (siehe insbesondere Ubungsaufgabe 3.16).

Noch etwas robuster gegeniiber Ausreilern und gleichzeitig ein préziseres Mal} fur die
Monotonie von Zusammenhangen zwischen zwei Variablen ist Kendalls tau (Wilcox, 2017). Fur
Kendalls tau, iblicherweise auch bezeichnet mit dem gleichnamigen griechischen Buchstaben t, werden
aus allen Datenpunkten alle moglichen Paare an Datenpunkten gebildet. Ein Paar von Datenpunkten,
bestehend aus den Datenpunkten (x;, y;) und (x;, y;), wird genau dann als konkordant bezeichnet, wenn
flr x; < x; auch gilt, dass y; <y;, bzw. fir x; > x; auch gilt, dass y; > y; (d.h., wenn sich x nach
oben/unten &ndert, dndert sich y in die gleiche Richtung). Hingegen wird das Datenpunktepaar als
diskordant bezeichnet, wenn fir x; < x; gilt, dass y; > y;, bzw. fir x; > x; gilt, dass y; < y; (d.h., wenn
sich x nach oben/unten &ndert, dndert sich y in die jeweils andere Richtung). AnschlieRend wird
zwischen konkordanten und diskordanten Paaren die Differenz gebildet und durch die Anzahl aller
Datenpunktepaare dividiert. Sind alle Paare konkordant, so ist Kendalls tau gleich 1, sind alle Paare

diskordant, so ist Kendalls tau gleich -1. Gibt es gleich viele diskordante wie konkordante Paare, dann
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ist Kendalls tau gleich Null. Alle anderen Félle liegen zwischen diesen Werten. Damit ist Kendalls tau

ein sehr anschauliches Maf fiir die Monotonie des Zusammenhangs zwischen zwei Variablen.

Sind Rangbindungen vorhanden, sind manche Datenpunktepaare entsprechend der obigen
Definitionen weder konkordant noch diskordant. Diesem Umstand muss dann bei der Berechnung von
Kendalls tau Rechnung getragen werden (Kendall, 1945). Der Korrelationskoeffizient fur diesen Fall

wird als Kendalls tau-b mit dem Symbol 1, bezeichnet.

In SPSS konnen sowohl Spearmans Rangkorrelationskoeffizient als auch Kendalls tau-b in
demselben Menu angefordert werden, das wir schon zur Berechnung von Pearsons
Korrelationskoeffizienten verwendet haben, siehe Abbildung 3.25. Wahlen wir dort fir unsere
Beispielfragestellung zu Korpergrofie und -gewicht fiir die im Datensatz ,,Kap3daten2.sav* gegebene
Stichprobe beide Korrelationskoeffizienten aus, fligen die entsprechenden Kommandozeilen in die
Syntax ein und fiihren diese aus, so erhalten wir die in Abbildung 3.27 dargestellte Ausgabe. Wir sehen,
dass auch diese beiden Korrelationskoeffizienten klar auf einen Zusammenhang zwischen den beiden
Variablen hinweisen. Am Unterschied untereinander sowie zu den Werten fir Pearsons
Korrelationskoeffizienten (Abbildung 3.26) erkennen wir aber auch, dass die beiden Koeffizienten nicht

dieselbe Art von Zusammenhang erfassen.

Correlations

Karpergréfie in - Kdrpergewicht

m in kg

Kendall's tau_b  Kérpergriie in m Correlation Coefficient 1.000 FT
Sig. (2-tailed) . =001

M 20 20

Kirpergewichtin kg Correlation Coefficient FmT 1.000

Sig. (2-tailed) =.001 .

M 20 20

Spearman's rho  Kdrpergrafe in m Caorrelation Coefficient 1.000 801"
Sig. (2-tailed) . =001

I 20 20

Kdrpergewicht in kg Correlation Coefficient a0t 1.000

Sig. (2-tailed) =.001 .

N 20 20

** Correlation is significant atthe 0.01 level (2-tailed).

Abbildung 3.27. Ausgabe flir Spearmans Rangkorrelationskoeffizienten sowie Kendalls tau-b.

Fur weitere Korrelationskoeffizienten, die in manchen Datensituationen bzw. fir manche

Fragestellungen durchaus angemessener sein kénnen (z.B. Zusammenhang zwischen einer kinstlich
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dichotomen und einer metrischen Variablen oder Zusammenhénge fir typische Datenpunkte), wird auf

entsprechende Fachliteratur verwiesen (siehe z.B. Bihner & Ziegler, 2017; Wilcox, 2017, 2022).

Bericht deskriptiver Statistiken

Fur kategoriale Variablen werden im Rahmen der Charakterisierung von Stichproben meist schlicht
Haufigkeiten berichtet (eventuell auch mittels Balkendiagrammen dargestellt). Bei grof3en Stichproben
verschaffen oft relative Haufigkeiten einen besseren Uberblick tiber die Verteilung mehrerer Kategorien
uber die Stichprobe hinweg. Bei kleinen Stichproben kann manchmal die Angabe absoluter
Héaufigkeiten ein treffenderes Bild der Verhaltnisse geben (z.B. 3 von 10 befragten Personen anstelle
von 30% der befragten Personen). Unter Umstdnden kann auch der Modalwert bei kategorialen
Variablen von Interesse sein (z.B. hinsichtlich der Frage ,,Was war das beliebteste der drei Schulfacher?*
in unserer Stichprobe). Hier ist auch wichtig zu bedenken, dass es bei wenigen Kategorien auch sein

kann, dass es mehrere Modalwerte gibt.

Zur Charakterisierung metrischer Variablen sollte zumindest eine MafRzahl der Lage (z.B.
Mittelwert) und eine MaRzahl der Streuung (typischerweise Standardabweichung) angegeben werden.
Wenn empirische Verteilungen ausgepragte Schiefe oder Woélbung aufweisen ist es zusétzlich ratsam,
diese etwa mittels geeigneter MaRzahlen zu charakterisieren. Oft sagt aber auch ein Bild mehr als
tausend Worte (oder Zahlen). Bei auBergewdhnlichen Verteilungen (z.B. mit zwei ausgepréagten
Maxima, d.h. im Falle einer sog. bimodalen Verteilung) hilft hdufig eine geeignete grafische Darstellung
wie ein Histogramm (weshalb ist in diesem Fall ein Boxplot keine geeignete Wahl?) deutlich mehr als
eine Liste von MaRzahlen (geeignete Mal3zahlen kénnen aber dennoch den visuellen Eindruck einer
grafischen Darstellung unterstiitzen bzw. ein Verstehen des Dargestellten erleichtern/erméglichen).
Histogramme koénnen wie Balkendiagramme Uber Analyze >> Descriptive Statistics >> Frequencies...

und dort unter ,,Charts...“ angefordert werden.

Zur Charakterisierung von Zusammenhdngen zwischen Variablen koénnen Tabellen mit
Korrelationskoeffizienten erstellt werden. Dabei ist allerdings zu betonen, dass flr die Beurteilung des
Zusammenhangs zwischen zwei Variablen hdufig eine Abbildung deutlich erhellender sein kann als eine

einzelne MaRzahl und auf die Inspektion entsprechender paarweiser Abbildungen deshalb keinesfalls
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verzichtet werden sollte. Ein dahingehend illustratives Beispiel ist unten in Ubungsaufgabe 3.15
gegeben und beruht auf einer Publikation zur grundsétzlichen Bedeutung graphischer Darstellungen fur

statistische Analysen tberhaupt (Anscombe, 1973).

Format berichteter MalRzahlen

Fir Ergebnisberichte und im Allgemeinen fur den Bericht statistischer Kennwerte oder Mafzahlen
haben sich in der Psychologie verschiedene Standards etabliert. Ein weit verbreiteter Standard ist
derjenige der American Psychological Association (APA), der im Rahmen dieser Ubungen gleich

mitbehandelt werden soll.

Die wesentlichen Merkmale dieses Standards, die fiir uns im Rahmen dieser Ubungen eine Rolle
spielen werden, sind in Tabelle 3.1 illustriert. Es macht nichts, wenn Sie mit vielen der dort aufgefuhrten
Symbole und Abkirzungen noch nichts anfangen kdnnen. Das wird sich im Lauf der verbleibenden
Kapitel noch ganz von selbst (bzw. durch Uben, Uben und nochmal Uben) &ndern. Im Wesentlichen ist
zu beachten, dass statistische KenngréfRen kursiv zu setzen sind, Zahlen aber nicht, und, dass mit
Ausnahme von p-Werten grundsétzlich auf zwei Nachkommastellen zu runden ist. Fiir p-Werte sind es
drei Nachkommastellen und da sich dann ein Wert groer 0.999 oder kleiner 0.001 nicht mehr exakt
angeben l&sst, wird stattdessen p > .999 bzw. p < .001 geschrieben. Das ist eindeutig, da p-Werte
bekanntlich nach unten durch 0 und nach oben durch 1 begrenzt sind. Bei Zahlen, bei denen das so ist
(gilt z.B. auch fiir Korrelationskoeffizienten) wird zudem die flihrende O weggelassen, d.h. statt p =
0.321 wird p =.321 geschrieben. Auch Tabellen selbst folgen einem bestimmten Format nach dem APA-

Standard, der mit der Form von Tabelle 3.1 illustriert wird.
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Tabelle 3.1

Kennwerte nach APA-Richtlinien (American Psychological Association, 2019)

Kennwert

Zeichen

Kapitel 3: Datenmanagement und deskriptive Statistiken

Darstellung Beispiel
Mittelwert M M = X.Xx M =13.68
Median Mdn Mdn = X.xx Mdn = 14.57
Modus Mo Mo = X.XX Mo =13.5
Standardabweichung SD SD = X.Xx SD =2.48
Standardfehler SE SE = X.xx SE =1.50
o X 27
Freiheitsgrade df (Ausnahme: x.xx) (24.45)
t-Wert t t(df) = x.xx t(38) = 2.89
Cohens‘ d d d = X.xx d=0.68
F-Wert F F(df1,df2) = x.xx F(1, 121) = 37.46
Partielles Eta-Quadrat Np? Np? = XX 2 = .06
p>.999
- _ p =.567
p-Wert p p = .XXX 0=.032
p <.001
Pearson Korrelationen r r(df) = .xx r(120) =.35
Spearman _ -
Korrelationen fs r(df) = xx r{(120) =.79
Kendalls tau-b To Tp(df) = .XX 15(120) = -.71
Partialkorrelationen Fpart Fpart(df/N-3) = .xX leart(119) = -.17
Chi-quadrat Chi?; x? X2(df) = x.xx x?(1) =6.42
Z-\Nerte z Z = X.XX z=154

Anmerkung. Dies ist eine Tabelle, die nach APA-Richtlinien (American Psychological Association,
2019) formatiert ist! GemaR APA sollen neben der Durchnummerierung der Tabellen und der
Vergabe eines Titels in kursiver Schrift auch nur horizontale und niemals vertikale Linien verwendet

werden.
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Ubungsaufgaben
Fir die Beispiele 3.1-10 kann durchwegs mit der Datendatei ,,Kap3daten_bearbeitet.sav gearbeitet
werden die Sie wiederum in dem elektronischen Erganzungsmaterial (Engl.: electronic supplementary

material) zu diesem Dokument finden kdnnen, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

Vergessen Sie nicht alle Arbeitsschritte in entsprechenden Syntaxdateien zu dokumentieren. Speichern

Sie Syntax- und Ausgabedateien (sofern vorhanden) regelméaRig ab.

Beispiel 3.1

Stellen Sie sich vor, Sie méchten aus den Items mathe_mathel, mathe_mathe2, und mathe_mathe3 eine
Skala generieren, die das Merkmal ,,Affinitdt zu Mathematik und Statistik* operationalisieren soll. Das
heift, bei dieser Skala handelt es sich um eine Variable, die dieses Merkmal quantifizieren soll: Personen
mit niedriger Affinitat zu Mathematik und Statistik sollen eine niedrige Zahl bei dieser Variablen haben,
Leute mit einer hohen Affinitat eine hohe Zahl. Schauen Sie sich die Labels der Items in der Datendatei
genau an. Welche der Items werden Sie fiir eine Bildung so einer Skala umkodieren bzw. umpolen

mussen? Erzeugen Sie dann fir diese Items neue Variablen, die den umkodierten Items entsprechen.

Beispiel 3.2
Berechnen Sie eine Summenskala, die das Merkmal ,,Affinitdt zu Mathematik und Statistik* humerisch
abbilden soll. Verwenden Sie dazu die ltems mathe_mathel, mathe_mathe2, mathe mathe3 bzw.

entsprechend umkodierte Items.

Beispiel 3.3
Lassen Sie sich angemessene deskriptive Statistiken und grafische Darstellungen fir die in Beispiel 3.2

erstellte Skala ausgeben.

Beispiel 3.4

Polen/Kodieren Sie das Item statistikschmerzen um.

Beispiel 3.5

Berechnen Sie eine Mittelwertskala, die (wie schon in Beispiel 3.2) das Merkmal ,,Affinitdt zu
Mathematik und Statistik numerisch abbilden soll. Verwenden Sie dazu die Items statistikliebe,
mathematikliebe und statistikschmerzen bzw. entsprechend umkodierte Items.
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Beispiel 3.6
Lassen Sie sich angemessene deskriptive Statistiken und grafische Darstellungen fur die in Beispiel 3.5

erstellte Skala ausgeben.

Beispiel 3.7
Wie sind die Vorlieben fiir die Hauptfacher Deutsch, Englisch und Mathematik unter den befragten
Personen verteilt? Lassen Sie sich dazu eine entsprechende Haufigkeitstabelle sowie eine Balkengrafik

ausgeben.

Beispiel 3.8
Angenommen, Sie glauben, dass Personen, die in einer Beziehung sind, auch verliebt sind. Lassen Sie
sich eine Kreuztabelle fur die Variablen verliebt und beziehungsstatus ausgeben, um zu tberprifen, ob

diese Vermutung rein deskriptiv fur die erhobene Stichprobe erfiillt wird.

Beispiel 3.9
Lassen Sie sich fur Alter, KérpergroRe und SchuhgrélRe angemessene deskriptive Statistiken ausgeben.
Wie grol? sind Mittelwerte und Standardabweichungen fiir die drei Variablen? Sehen Sie ein mogliches

Problem fur die Interpretation der mittleren Kérper- und SchuhgréRe fiir diese Stichprobe?

Beispiel 3.10
Lassen Sie sich eine Kreuztabelle fiir die Schulabschlussnote in Mathematik und dem Hogwarts-Haus,

dem sich die Befragten am ehesten zugehoérig flihlen, ausgeben.

Beispiel 3.11

In Osterreich, Deutschland und der Schweiz wurde eine (fiktive) Befragung zum Thema Vereinbarkeit
von Familie und Beruf durchgefiihrt. Unglicklicherweise sind die Daten der drei Lander alle jeweils
separat in einer SPSS Datei gespeichert. Fiigen Sie die drei Datensiitze ,,Osterreich.sav*,
,,Deutschland.sav* und ,,Schweiz.sav*, die Sie wiederum in dem elektronischen Ergénzungsmaterial

(Engl.: electronic supplementary material) unter https://osf.io/9tcx3/ herunterladen kdnnen, zu einem

groRRen Datensatz zusammen und speichern Sie diesen unter dem neuen Namen ,,dach.sav* ab. Geben
Sie an, von wie vielen Personen Daten im Gesamtdatensatz vorliegen. Geben Sie ferner an, wie viele
Personen jeweils in den drei L&ndern befragt wurden.
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Als ich im Jahr 2023 zum ersten Mal die Lehrveranstaltung ,,Anwendung statistischer Verfahren
am Computer an der Universitit Graz abhalten durfte, konnte ich dankenswerterweise auf die
Lernmaterialien einiger meiner Vorgénger:innen zuriickgreifen. Darunter befanden sich diese drei
Datensétze, die ich seitdem zu Lehr- und Lernzwecken (u.a. flr dieses und die folgenden Beispiele) in
einigen Hinsichten verdndert und adaptiert habe. Leider enthalten die Datensétze keinerlei Hinweis
darauf, wer sie urspriinglich erstellt hat. Sollte jemals jemand dieser Information habhaft werden, wére
ich duBerst dankbar, falls sie mit mir geteilt werden kénnte, da ich dann jener Person oder jenen Personen

die zustehende Wirdigung und den verdienten Dank hier endlich nachtragen kénnte.

Beispiel 3.12

Avrbeiten Sie in diesem Beispiel mit dem Gesamtdatensatz, den Sie in Beispiel 3.11 erstellt haben. Falls
Sie sich bei Threr Losung fiir Beispiel 3.11 unsicher sind, konnen Sie auch den Datensatz ,,dach.sav*
verwenden, den Sie in dem elektronischen Ergdnzungsmaterial (Engl.: electronic supplementary

material) zu diesem Dokument finden kdnnen, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

Um sich einen ersten Uberblick (iber die Zusammensetzung der Gesamtstichprobe zu
verschaffen, lassen Sie sich sinnvolle deskriptive Statistiken fur die Variablen geschlecht, alter und
bildung ausgeben. Wahlen Sie daftr die lhrer Meinung nach geeigneten statistischen Kennwerte.

Charakterisieren Sie in Worten die Stichprobe hinsichtlich dieser Variablen.

Sehen Sie sich schlieflich noch die Variable m_dur an. Worum handelt es sich bei dieser

Variablen? Lassen Sie sich geeignete statistische Kennwerte ausgeben. Was fallt Ihnen auf?

Beispiel 3.13
Arbeiten Sie in diesem Beispiel mit dem Gesamtdatensatz, den Sie in Beispiel 3.11 erstellt haben. Falls
Sie sich bei lhrer Losung fur Beispiel 3.11 unsicher sind, kénnen Sie auch den bereits verfligbaren

Datensatz ,,dach.sav* verwenden (siehe Beispiel 3.12).

Geben Sie an, wie viele M&nner und Frauen pro Nation befragt worden sind.
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Beispiel 3.14
Arbeiten Sie in diesem Beispiel mit dem Gesamtdatensatz, den Sie in Beispiel 3.11 erstellt haben. Falls
Sie sich bei lhrer Losung fur Beispiel 3.11 unsicher sind, kdnnen Sie auch den bereits verfiigbaren

Datensatz ,,dach.sav* verwenden (siche Beispiel 3.12).

Bei den Befragten wurde unter anderem erhoben, wie gerecht sie in ihrer Beziehung die
Aufteilung verschiedener Aspekte der Hausarbeit einschatzen: die Aufteilung der Haushaltsarbeit
(Kochen, Putzen, Wasche waschen etc.) und die Aufteilung der Kinderbetreuung. Um die allgemeine
Einschatzung der Gerechtigkeit in einer Beziehung abschatzen zu kénnen, soll eine Skala aus den beiden
entsprechenden Items gebildet werden. Bilden Sie hierfir sowohl den Mittelwert (nennen Sie die
resultierende Skala justice_mean) als auch die Summe (nennen Sie die resultierende Skala justice_sum)

aus den beiden Variablen und geben Sie fur beide jeweils Mittelwert und Standardabweichung an.

Beispiel 3.15

Im Datensatz ,,anscombe.sav* sind vier Paare von Variablen gegeben, die jeweils mit x; und y; miti =
1, ...,4 bezeichnet sind. Erzeugen Sie fir jedes Variablenpaar (x;, y;) ein Streudiagramm, in dem Sie x;
auf der x-Achse und y; auf der y-Achse auftragen. Berechnen Sie zudem fiir jedes Variablenpaar den
Pearson Korrelationskoeffizienten. Was fallt Ihnen auf? Diskutieren Sie Ihr Ergebnis. Fur welches der
vier Variablenpaare erscheint es lhnen sinnvoll, den Zusammenhang zwischen den beiden Variablen

mittels Pearsons Korrelationskoeffizienten zu charakterisieren?

Beispiel 3.16

Im Datensatz ,,outliers.sav" sind drei Variablenpaare gegeben. Alle drei Variablenpaare beziehen sich
auf dieselben Datenpunkte fiir das Variablenpaar (x, y). Fur das Variablenpaar (xwo, ywo) fir lediglich
zwei Datenpunkte von den Datenpunkten fiir das Variablenpaar (x, y) entfernt. Fiir das Variablenpaar
(xwo2,ywo2) wurden schlieBlich noch zwei weitere Datenpunkte entfernt. Erstellen Sie drei
Streudiagramme, um sich veranschaulichen welche Datenpunkte jeweils entfernt wurden. Ermitteln Sie
dann fir jedes der drei Variablenpaare sowohl den Pearson Korrelationskoeffizienten als auch
Spearmans Rangkorrelationskoeffizienten und Kendalls tau-b. Vergleichen Sie die Ergebnisse. Wie

wirkt sich das Entfernen einzelner Punkte jeweils auf die Koeffizienten aus?
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Beispiel 3.17

In der Datei ,,sterne.sav* sind die Logarithmen der Oberflachentemperatur und der Leuchtkraft von 47
Sternen gegeben. Zwischen dem Logarithmus der Oberflachentemperatur und dem Logarithmus der
Leuchtkraft eines Sterns im Hauptreihenstadium besteht laut Theorie ndherungsweise ein linearer
Zusammenhang: mit steigender Oberflachentemperatur nimmt die Leuchtkraft zu. Fur die folgenden
Berechnungen konnen Sie von einer bivariaten Normalverteilung fir die beiden metrischen Variablen

ausgehen.

(@) Ermitteln Sie dien Pearson-Korrelationskoeffizienten zwischen den beiden Variablen und
erstellen Sie einen entsprechenden Ergebnisbericht. Wie wirden Sie das Resultat in Hinsicht
auf die theoretische Vorhersage interpretieren?

(b) Bei der Inspektion eines Streudiagramms fiir die 47 Sterne stellt ein Astrophysiker fest, dass
das Diagramm vier Sterne enthalt, die sehr hohe Leuchtkraft (> 5.5) bei sehr geringer
Oberflachentemperatur (< 3.6) aufweisen. Da es sich bei diesen Sternen vermutlich nicht um
Hauptreihensterne, sondern um sogenannte Rote Riesen handelt, empfiehlt der Astrophysiker
die Berechnung der Korrelation unter Ausschluss dieser vier Sterne zu wiederholen. Zu
welchem Ergebnis kommen Sie in diesem Fall und was schlieRen Sie daraus fir den theoretisch
postulierten Zusammenhang zwischen den Logarithmen von Oberflachentemperatur und

Leuchtkraft?
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Kapitel 4
Parameterschatzung und Testen statistischer Hypothesen tber Populationsmittelwerte

Stefan E. Huber

Bis hierher haben uns vorranging mit der grundlegenden Bedienung der Software SPSS (Kapitel 2) und
der Beschreibung gegebener Datenséatze bzw. Stichproben (Kapitel 3) befasst. In diesem Kapitel werden
wir uns erstmals sogenannter inferenzstatistischer Fragestellungen annehmen. Das heil3t, wir wollen auf
der Basis einer (begrenzten) Stichprobe Aussagen Uber die Population treffen, aus der die Stichprobe

gezogen wurde.

Z.B. mdchten wir aufgrund unserer Stichprobe abschatzen wie hoch die mittlere Auspragung
einer Variablen in der Population ist. Kénnten wir eine Messung dieser Variable an jedem Fall der
Population vornehmen, dann konnten wir schlichtweg den Mittelwert berechnen und hétten unsere
Antwort. In der Realitét ist es aber meistens nicht mdglich eine gesamte Population zu vermessen. Man
stelle sich beispielsweise vor, bei der Population handele es sich um alle erstsemestrigen Studierenden
und bei dem interessierenden Merkmal um das Interesse am jeweiligen Studium. Letzteres soll mittels
eines Fragebogens erfasst werden, d.h. die Skala, die aus den Items des Fragebogens generiert wird, soll
das Merkmal ,,Interesse am Studium® in einer Zahl abbilden. Bei der Ausprigung auf dieser Skala
handelt es sich also um die Variable, mit der das interessierende Merkmal erfasst werden soll. Uns
interessiert nun wie hoch das Interesse am jeweils eigenen Studium unter Studienanfanger:innen
(Erstsemestrigen) im Mittel ist, d.h. wir interessieren uns fiir den Populationsmittelwert. Diesen kénnen
wir nun aus zwei Grinden nicht durch Messung aller Erstsemestrigen erfassen. Der erste Grund ist ein
rein praktischer: selbst wenn wir uns auf ein einziges Erhebungsjahr beschranken wirden, gibt es
(weltweit) sehr viele Erstsemestrige, was die Erhebung praktisch unmdoglich macht (prinzipiell, d.h.
denkbar, ist sie naturlich mdglich). Der zweite Grund ist allerdings ein prinzipieller: unsere
Fragestellung war ja nicht zeitlich beschrankt. Das heif3t, wir wollen das mittlere Studieninteresse nicht
nur bei Erstsemestrigen eines bestimmten Jahrgangs wissen, sondern bei Erstsemestrigen Uberhaupt.

Diese zeitliche Unbeschrénktheit der Fragestellung macht die Erhebung der gesamten Population
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prinzipiell unmdglich, da wir ja in einem bestimmten Zeitraum keine Erhebungen an vergangenen und

zukunftigen Erstsemestrigen durchfiihren kénnen.

Allerdings erlaubt uns die Erhebung des Studieninteresses zu einem bestimmten Zeitpunkt an
einer hinreichend grofRen Anzahl von Erstsemestrigen immer noch Aussagen uber die maogliche
Auspragung des Populationsmittelwerts. Diese Aussagen sind dann allerdings aufgrund der Endlichkeit
der Stichprobe schon rein statistisch mit Unsicherheiten behaftet. Dazu kommen natirlich noch andere
Einschrankungen wie Kontexteffekte, kulturelle Unterschiede etc., die die Generalisierbarkeit der
Aussagen Uber bloRe statistische Unsicherheiten hinaus einschranken. Diese Limitationen klammern wir
aber der Einfachheit halber fir den weiteren Verlauf dieser Ubungen zu statistischen Anwendungen erst
einmal aus. In diesem Kapitel befassen wir uns also erst einmal nur mit jenen rein statistischen
Auswirkungen auf Aussagen, die wir aufgrund einer endlichen Stichprobe Uber den Populations-

mittelwert treffen konnen.

Dafiir werden wir uns zwei Félle genauer ansehen: (1) die Schatzung des Populations-
mittelwerts, (2) die Testung von Hypothesen tber den Populationsmittelwert, jeweils auf der Basis einer
endlichen Stichprobe. Fiir beide Falle werden wir immer davon ausgehen, dass es sich bei unserer
Stichprobe um eine einfache Zufallsstichprobe handelt. Das heif3t, wir ziehen Personen oder im
Allgemeinen Merkmalstrdger:innen (wir werden noch sehen, dass es sich dabei nicht unbedingt um
Personen handeln muss) zuféllig aus der Population. Das bedeutet jede:r Merkmalstréger:in hat dieselbe
Wahrscheinlichkeit aus der Population gezogen zu werden wie jede:r andere Merkmalstréger:in. Zudem
sind die Ziehungen einzelner Merkmalstrager:innen unabhéangig voneinander, d.h. die Ziehung einer
beliebigen Person aus einer Population héngt nicht davon ab, welche anderen Personen bereits gezogen

wurden oder noch gezogen werden sollen.

Im Folgenden werden wir uns ansehen wie wir SPSS verwenden kdnnen, um die beiden
inferenzstatistischen Fragestellungen (1) und (2) zu beantworten. Der Einfachheit halber werden wir
dafir den Beispieldatensatz ,,Kap4daten.sav verwenden, den Sie in dem elektronischen
Ergénzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument finden kénnen, das

Sie unter https://osf.io/9tcx3/ herunterladen kdnnen.
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Der Datensatz enthédlt 1Q-Werte von 240 fiktiven Studienanfénger:innen im Studiengang
Psychologie. In einer zweiten Variablen (1Qsub) sind 1Q-Werte einer kleineren Menge an Studierenden
aus der Gesamtmenge gegeben, mithilfe derer wir uns ein Bild davon machen kdnnen, wie sich der
Stichprobenumfang auf unsere Ergebnisse auswirken kann. Die Fragestellungen, die wir mittels dieses

Datensatzes mit SPSS beantworten mochten, lauten:

(1) Wie hoch ist der mittlere 1Q von Studienanfanger:innen im Studiengang Psychologie?
(2) Unterscheidet sich der mittlere 1Q von Studienanfénger:innen im Studiengang

Psychologie vom mittleren 1Q von 100 der Population aller jungen Erwachsenen?

Fur beide Fragestellungen nehmen wir an, dass unsere fiktive Stichprobe représentativ fur die Population

von Studienanfanger:innen im Studiengang Psychologie ist.

In SPSS kdnnen beide Fragestellungen im Rahmen der Durchfiihrung eines Einstichproben-t-
Tests beantwortet werden. Prinzipiell handelt es sich aber beim Einstichproben-t-Test um einen
statistischen Test, der verwendet wird, um den Unterschied eines Populationsmittelwerts von einem
vorgegebenen Wert zu testen, d.h. hier insbesondere um Fragestellung (2) zu beantworten. Auch wenn
es sehr angenehm ist, beide Antworten in SPSS gleich auf einmal zu bekommen, ist es trotzdem wichtig
zu verstehen, dass es sich bei den beiden Fragestellungen prinzipiell um konzeptuell verschiedene
Fragestellungen handelt. Aus diesem didaktischen Grund werden sie im Folgenden auch getrennt

voneinander behandelt.

Zusétzlich zur Beantwortung der oben genannten Fragestellungen werden wir uns in diesem
Kapitel auch noch ansehen, wie wir die Effektstéarke fiir einen Einstichproben-t-Test mit SPSS ermitteln
kdnnen und wie Ergebnisberichte fur die durchgefihrten Analysen gemal APA-Format zu berichten
sind. SchlieBlich werden wir uns noch ansehen wie eine Stichprobenplanung flr einen Einstichproben-

t-Test mit der frei verfugbaren Software G*Power durchgefiihrt werden kann.
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Punkt- und Intervallschatzung eines Populationsmittelwerts

Aus der Theorie wissen wir (Blhner et al., 2025), dass es sich beim Stichprobenmittelwert um
einen erwartungstreuen, effizienten und konsistenten Schétzer fir den Populationsmittelwert handelt.
Strenggenommen gilt dies zwar nur, wenn es sich bei der Variable, deren Mittelwert geschétzt werden
soll, um eine identisch und unabhdngig normalverteilte Zufallsvariable handelt, allerdings kann
aufgrund des zentralen Grenzwerttheorems davon ausgegangen werden, dass sich fur hinreichend groRe
Stichproben, die Stichprobenkennwerteverteilung auch hinreichend gut durch eine Normalverteilung
approximieren lasst und diese Eigenschaften der Schétzfunktion des Populationsmittelwerts in guter
Néherung auch fiir anders verteilte Zufallsvariablen gliltig bleiben. In der Psychologie hat sich dafiir die
Konvention eingeblirgert, dass Stichproben zumindest einen Umfang von 30 aufweisen sollten (ob dies
im Einzelfall auch gentigt, um pauschal von einer hinreichend guten N&herung auszugehen, ist zu
bezweifeln, siehe z.B. Wilcox, 2022; fir diese Ubungen werden wir allerdings aus rein pragmatischen

Griinden erst einmal davon ausgehen).

Das heil’t, fur eine Punktschatzung des Populationsmittelwerts waren wir mit der Ermittlung
des Stichprobenmittelwerts bereits fertig. Wie im letzten Kapitel besprochen, kénnten wir etwa uber
Analyze >> Descriptive Statistics >> Frequencies... unter ,,Statistics* den Mittelwert (Engl.: Mean)
anfordern und wiirden fur unsere Stichprobe den Wert von 106.75 erhalten. In der Tat ware das unsere

Punktschétzung fur den Populationsmittelwert auf Basis unserer Stichprobe.

Allerdings wurde oben bereits erwéhnt, dass diese Schatzung aufgrund der Endlichkeit der
Stichprobe mit einer Unsicherheit verbunden ist. Aus der Theorie wissen wir (Buhner et al., 2025), dass
sich auch diese statistische Unsicherheit quantifizieren lasst. Eine Mdglichkeit ist die Berechnung des
Standardfehlers SE = SD /+/n mit SD dem Schatzwert der Populationsstandardabweichung (wie ihn uns
SPSS praktischer gleich ausgibt) und n dem Stichprobenumfang. Der Standardfehler kann ebenfalls
gleich unter Analyze >> Descriptive Statistics >> Frequencies... und dort unter Statistics angefordert
werden und muss nicht selbst berechnet werden. In unserem Fall ergibt sich fir den Standardfehler des

Mittelwerts SE = 0.74. Lassen wir uns zusétzlich die Standardabweichung ausgeben, lasst sich leicht

.. .. SD 11.42
Uberprifen, dass der Ausdruck =

Ny 0.74 tatsachlich dem Wert des Standardfehlers entspricht.
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Je geringer der Standardfehler, desto praziser unsere Punktschatzung, d.h., desto zuversicht-
licher sind wir, uns mit unserer Punktschatzung auch in der Nahe des tatsachlichen Populations-
mittelwerts zu befinden. Dies wird auch bei der sogenannten Intervallschétzung noch einmal deutlich,

fiir die der Standardfehler auch eine wesentliche Rolle spielt.

Aus der Theorie wissen wir schlieBlich (Buhner et al., 2025), dass fiir die normalverteilte
Schatzfunktion X des Mittelwerts die folgende Teststatistik

X—u

JS%/n

T =

einer zentralen t-Verteilung mitv = n — 1 Freiheitsgraden folgt (Student, 1908). Hier bezeichnet S? die
Schéatzfunktion der Populationsvarianz, n ist wiederum der Stichprobenumfang, p bezeichnet den

(unbekannten) Populationsmittelwert.

Fur eine gegebene StichprobengrolRe konnen die Quantile ./, und t;_,/, einer t-Verteilung

berechnet werden (z.B. mit dem Online-Tool unter www.stattrek.com), so dass

P(taSTSt a)=1—a.
z 1=z

D.h. es konnen jene Grenzen des Bereichs unterhalb der t-Verteilung berechnet werden,
auBerhalb derer sich jeweils genau a /2 der Flache unterhalb der t-Verteilung befinden. Bekanntlich ist
die Wahrscheinlichkeit, mit der sich eine Zufallsvariable in einem bestimmten Bereich unterhalb ihrer
Wabhrscheinlichkeitsdichteverteilung realisiert, proportional zur Flache dieses Bereichs. Die

Wahrscheinlichkeit, dass sich die GroRe T also im Bereich t« < T < t, _a realisiert, ist also genau durch
2

2

1 — a gegeben.

Einsetzen des Ausdrucks fir T oben fuhrt auf

Die linke der beiden Ungleichungen im Argument der Wahrscheinlichkeitsfunktion l&sst sich

wie folgt nach u auflésen:
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wobei hier im letzten Schritt die Symmetrie der zentralen t-Verteilung t« = —t, _a verwendet wurde.
2 2

Analog lasst sich die zweite der beiden Ungleichungen wie folgt nach u auflosen:

Kann also X als normalverteilte Zufallsvariable approximiert werden, so realisiert sich diese
Zufallsvariable im (1 — a)-Anteil aller mdoglichen Realisationen in einem Bereich, so dass der
unbekannte Populationsmittelwert von den Grenzen dieses Bereiches eingeschlossen wird, also

innerhalb des folgendes Intervalls liegt:

_ Sz _ 52
X—t a |— X+t _a- [—|=][U,0]

mit U und O der unteren bzw. oberen Grenz des (zufélligen) Intervalls. Hier ist wichtig, noch einmal in
Ruhe Uber die exakte Bedeutung dieses Intervalls zu reflektieren: Im Anteil (1-a) aller moglichen
Realisationen der Zufallszahl X befindet sich u tatsachlich irgendwo zwischen den beiden Grenzen
dieses Intervalls. Lediglich im a-Anteil aller moglichen Realisationen von X realisiert sich X so weit
entfernt vom Populationsmittelwert, dass das auf diese Weise gebildete Intervall den
Populationsmittelwert nicht enthélt. Wird daher ein kleiner Wert fiir « gewahlt, kann man sehr
zuversichtlich sein (das ,,sehr 14sst sich hier exakt spezifizieren: man kann mit (1 — a) * 100%

zuversichtlich sein), dass das konkrete (1 — a)-Konfidenzintervall (hdufig abgekdirzt als Kl), das sich
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durch Einsetzen der jeweiligen Schatzwerte fiir die jeweiligen Schatzfunktionen, d.h. Einsetzen des

Stichprobenmittelwerts % fiir X und des Standardfehlers SE = \/sz/n fur \/Sz/n, ergibt

52 52
f—tla' —,f-l-tl(x' — =[f—t1a'SE,f+t1a'SE]=[u,0]
2 n 2 n 2 2

den Populationsmittelwert u auch tatséchlich enthalt.

Fur unseren konkreten Datensatz kann dieses Konfidenzintervall Gber Analyze >> Compare
Mean and Proportions >> One-Sample T Test... angefordert werden. Unter Options kann der Anteil
1 — a in Prozent festgelegt werden, siehe Abbildung 4.1. Wé&hlen wir z.B. a = 0.05, geben wir dort
95% ein, was ohnehin der Voreinstellung entspricht. Wir erhalten dann ein sog. 95%-Konfidenzintervall

(typischerweise abgekdrzt zu 95%-KI).

Test Variable(s):
& 1Q-Wert fiir eine Untergruppe von 30 .. & 1Q-Wert [1Q] =

+\J" One-Sample T Test: Options X
Confidence Interval Percentage: %

Missing Values

@ Exclude cases analysis by analysis
Test Value: D [ Esti (O Exclude cases listwise

o]

| Paste |

Reset

|Cance|

Abbildung 4.1. Anfordern eines 95%-Konfidenzintervalls fur den Mittelwert auf Basis unserer

Stichprobe.

Einfiigen der entsprechenden Kommandos durch Klicken auf ,,Paste und Ausfiihren der
Kommandozeilen in der Syntax (naturlich erst nachdem wir die Syntax hinreichend dokumentiert
haben) erzeugt die in Abbildung 4.2. gezeigte Ausgabe. In der Tabelle unter der Uberschrift ,,One-
Sample Statistics* finden wir nochmals den Stichprobenumfang, die Punktschétzung des Mittelwerts (=
der Stichprobenmittelwert), die Standardabweichung sowie den sich aus letzterer und dem

Stichprobenumfang ergebenden Standardfehler des Mittelwerts. Eine separate Berechnung dieser

113



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

GroRen, wie oben rein zur lllustration durchgefihrt, ist also nicht notwendig, wir bekommen all diese

Informationen und noch mehr ohnehin auf diese Weise.

Das Konfidenzintervall fiir den Mittelwert konnen wir in der Tabelle ,,One-Sample Test* ganz
rechts unter der Uberschrift ,,95% Confidence Interval of the Difference” ablesen. Unter der

Bezeichnung ,,Lower* finden wir die untere Grenze, unter der Bezeichnung ,,Upper* die obere Grenze.

Das Ergebnis unserer Intervallschdtzung fur den Populationsmittelwert kdnnten wir auf Basis
dieser Ergebnisse wie folgt berichten: ,,Auf Basis unserer Stichprobe sind die Werte in dem 95%-

Konfidenzintervall [105.29, 108.20] die plausiblen Werte fiir den Mittelwert des IQ in der Population.*

T-Test
One-Sample Statistics
[ Mean Stal. Deviation  Std. Error Mean
1G-Wert 240 106.75 11.417 NED
One-Sample Test
TestValue=10
95% Confidence Interval of the
Significance Mean Difference
t df One-Sided p Two-Sided p Difference Lower Upper
1Q-Wert 144848 2349 =.001 =.001 106.746 105.29 108.20
One-Sample Effect Sizes
895% Confidence Interval
Standardizer®  Point Estimate Lower Upper
IG-Wert Cohen's d 11.417 9.350 B.502 10,1596
Hedges' carrection 11.453 9.3 8.475 10164

a. The denominator used in estimating the effect sizes.
Cohen's d uses the sample standard deviation.
Hedges' correction uses the sample standard deviation, plus a correction factor,

Abbildung 4.2. Ausgabe fir einen Einstichproben-t-Test, die hier erstmal nur zur Ermittlung des 95%-

Konfidenzintervalls fur den Mittelwert herangezogen wird.
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Hypothesentest fir eine ungerichtete statistische Hypothese tiber den Populationsmittelwert
Die zweite Fragestellung, die wir mit Hilfe unseres Datensatzes beantworten wollten, lautete:
Unterscheidet sich der mittlere 1Q von Studienanfanger:innen im Studiengang Psychologie vom

mittleren 1Q von 100 der Population aller jungen Erwachsenen?

Da wir hier lediglich nach einem Unterschied fragen, handelt es sich hierbei (wenn auch als
Frage formuliert) um eine ungerichtete Hypothese. Wir hatten ja auch vermuten kénnen, dass der 1Q
von Studienanfanger:innen im Studiengang Psychologie groRer oder Kleiner als jener der
Allgemeinpopulation junger Erwachsener ist. Dann hétte es sich um gerichtete Hypothesen gehandelt.
Wie wir diese mit SPSS testen kénnen, werden wir uns auch gleich im Anschluss an die Beantwortung

der gerichteten Fragestellung ansehen.
Zuriick zur vorliegenden, ungerichteten Hypothese, die sich wie folgt spezifizieren l&sst:
Ho:‘u. = Uy = 100,H1:M * Uo = 100,

d.h. die Nullhypothese wire ,,der Populationsmittelwert ist gleich demjenigen der Allgemeinpopulation
von 100 und die Alternativhypothese wire ,,die beiden Populationsmittelwerte unterscheiden sich®.
Hier haben wir bereits angenommen, dass die Stichprobenkennwerteverteilung des Mittelwerts durch
eine Normalverteilung approximiert werden kann und daher die Schatzfunktion des Mittelwerts die

nétigen Gutekriterien erfillt, um den Populationsmittelwert x,,,, zu schatzen.
Wie oben bereits erlautert, wissen wir, dass die Teststatistik

X—u

JS?/n

T =

einer zentralen t-Verteilung mitv = n — 1 Freiheitsgraden folgt (Student, 1908). Hier bezeichnet S? die
Schétzfunktion der Populationsvarianz, n ist wiederum der Stichprobenumfang, p bezeichnet den

(unbekannten) Populationsmittelwert.

Unter der Giltigkeit der Nullhypothese, d.h., wenn u = g, gilt dann entsprechend auch, dass

_ X — o
JS?%/n
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einer zentralen t-Verteilung mit v = n — 1 Freiheitsgraden folgt. Wenn dem so ist, und wir uns zudem
vorstellen, sehr viele einfache Zufallsstichproben zu ziehen und jeweils die jeweilige Realisation dieser
Teststatistik zu berechnen, so wiirde nur in a/2 aller Félle eine Teststatistik kleiner als das a/2-Quantil
der t-Verteilung resultieren. Genauso wirde nur in «/2 aller Félle eine Teststatistik groRer als das (1 —

a/2)-Quantil der t-Verteilung resultieren.

Wenn wir nun einen sehr kleinen Wert fir «, das sog. Signifikanzniveau (oder der Typ | Fehler
oder Fehler 1. Art oder die Irrtumswahrscheinlichkeit), wéahlen wirden, kénnten wir schlichtweg die
Teststatistik fiir unsere konkrete Stichprobe berechnen, und wiirde das einen Wert kleiner als das a/2-
Quantil der t-Verteilung (mit v = n — 1 Freiheitsgraden) oder groRer als das (1 — a/2)-Quantil der t-
Verteilung (mit v = n — 1 Freiheitsgraden) ergeben, konnten wir schlussfolgern, dass die Realisierung
eines so extremen Wertes nur sehr selten der Fall ware, wenn die Nullhypothese zutréfe. Daraus kdnnten
wir dann den Umkehrschluss ziehen, dass die Annahme der Glltigkeit der Nullhypothese unplausibel
erscheint. Auf dieser Grundlage konnten wir schlieBlich die Nullhypothese mit Irrtumswahrschein-
lichkeit a verwerfen. Der Begriff Irrtumswahrscheinlichkeit bezieht sich hierbei auf die Tatsache, dass
sich entsprechend extreme Werte flr die Teststatistik ja tatsachlich selten, aber eben doch unter
Giltigkeit der Nullhypothese ergeben. In diesen seltenen Féllen wirden wir also die Nullhypothese
mittels des oben beschrieben Vorgehens ablehnen, obwohl sie zutréafe, d.h. wir wiirden uns in unserer
Entscheidung irren. Das geht letztlich einfach darauf zuriick, dass wir auf Basis einer endlichen
Stichprobe keine sichere Entscheidung lber Populationseigenschaften treffen kdnnen, es bleibt immer

eine Unsicherheit.

Alternativ, aber, was die Testentscheidung anbelangt, vollig dquivalent zu dem eben erlduterten
Vorgehen, kdnnen wir einen sogenannten p-Wert berechnen. Der p-Wert ist die maximale Wahrschein-
lichkeit unter der Giltigkeit der Nullhypothese (und aller nétigen Annahmen fir die t-Verteilung der
Teststatistik, siehe oben bzw. auch die Erlduterungen unten zu Testannahmen) dafir, dass sich die
Teststatistik in der beobachteten Realisation oder einer extremeren Realisation in Richtung der
Alternativhypothese realisiert. Ist dieser p-Wert kleiner dem gewéhlten Signifikanzniveau a, dann liegt

die Teststatistik auch im kritischen Bereich (d.h. hier: sie ist kleiner als das « /2-Quantil der t-Verteilung
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oder groRer als das (1 — a/2)-Quantil der t-Verteilung) und umgekehrt. Dies gilt auch fiir alle weiteren

Hypothesentests, die wir im Rahmen dieser Ubungen noch besprechen werden.

Wie koénnen wir nun einen solchen Hypothesentest fiir unseren Datensatz mit SPSS
durchfuhren? Dazu wéhlen wir wieder Analyze >> Compare Mean and Proportions >> One-Sample T
Test... und im sich 6ffnenden Fenster geben wir nun unter ,,Test Value* die Zahl 100 ein, siche
Abbildung 4.3. Das bedeutet, wir wollen einen ungerichteten Einstichproben t-Test durchflihren, der die
Gleichheit des auf Basis unserer Stichprobe geschéatzten Populationsmittelwerts mit dem Wert 100 pruft.
Alle anderen Einstellungen kdnnen wir belassen wie sie sind und dann auf ,,Paste“ klicken um wieder
die entsprechenden Kommandozeilen in die Syntax einzufugen. Ausfihren dieser Zeilen ergibt die
Ausgabe, die wir in Abbildung 4.4 bewundern konnen. In der Tabelle mit der Uberschrift ,,One-Sample
Test” finden wir unseren p-Wert unter ,,Two-Sided p*, der kleiner als 0.001 ausféllt, daher wird in der
Ausgabe (ganz konform mit den APA-Richtlinien) lediglich ,,< .001 ausgegeben. Mdchten wir den
Wert aber exakt wissen, dann konnen wir in der Ausgabe die Tabelle doppelt anklicken und dort

nochmals auf den entsprechenden Wert doppelt klicken, um den exakten Wert einzusehen.

"Q-‘ One-Sample T Test

Test Variable(s):

|&> |Q-Wert fiir eine Untergruppe von 30 _. & 10-Wert [1Q]

II x

Bootstrap

Test Value: [v] Estimate effect sizes

Help |

|Canu:e|

| Paste

Beset

Abbildung 4.3. Anforderung eines ungerichteten Einstichproben t-Tests um die Gleichheit des

Populationsmittelwerts mit dem Wert 100 zu priifen.
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T-Test
One-Sample Statistics
I Mean Std. Deviation  Std. Error Mean
1Q-Wert 240 106.75 11.417 T37
One-Sample Test
TestValue =100
95% Confidence Interval of the
Significance Mean Difference
t df One-Sided p Two-Sided p Difference Lower Upper
1G-Wert 5154 238 =.001 =001 6.746 5.29 5.20
One-Sample Effect Sizes
95% Confidence Interval
Standardizer®  Point Estimate Lower Upper
I0-Wert Cohen's d 11.417 b 453 a7
Hedges' carrection 11.453 589 452 725

a. The denominator used in estimating the effect sizes.
Cohen's d uses the sample standard deviation.
Hedges' correction uses the sample standard deviation, plus a correction factor.

Abbildung 4.4. Ausgabe fir den soeben angeforderten Einstichproben t-Test.

An der Ausgabe sehen wir auch, dass sich unser 95%-Konfidenzintervall gedndert hat. Anstelle
des Intervalls [105.29, 108.20] wird uns das Intervall [5.29, 8.20] angegeben. Das ist aber nur ein
scheinbarer Unterschied, da sich dieses Intervall auf die Differenz zwischen dem geschéatzten
Populationsmittelwert und dem Wert fur den Mittelwert bezieht gegen den wir schétzen. Dasselbe gilt
fiir die Punktschitzung des Mittelwerts. In der Tabelle ,,One-Sample Test* wird uns der Wert 6.75 fiir
die mittlere Differenz angezeigt anstelle des Werts 106.75 in Abbildung 4.2. Dort war aber der Wert
»gegen den wir getestet haben* die Voreinstellung von null (vgl. Abbildung 4.1 mit Abbildung 4.3). Wir
kdnnen also prinzipiell alles auf einmal, d.h. Punktschétzung, Intervallschatzung und einen
Hypothesentest fur einen bestimmten Testwert in SPSS ausfiihren. Wir durfen dabei dann nur nicht
vergessen, den Wert, auf dessen Gleichheit wir testen, wieder zu den Grenzen fiir das Konfidenz-
intervall, das wir berechnen, bzw. fiir die Punktschatzung zur mittleren Differenz, die wir erhalten, zu
addieren, wenn wir auch an Punkt- und Intervallschatzungen flr den Populationsmittelwert interessiert
sind. Bei der Punktschatzung besteht allerdings geringere Gefahr, da diese ohnehin auch zusatzlich in

der Tabelle ,,One-Sample Statistics* abzulesen ist.
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SchlieBlich sehen wir in der Ausgabe auch einen Wert fiir ,,One-Sided p*, den wir heranziehen
missten, wenn wir urspringlich eine gerichtete Hypothese Uber den Populationsmittelwert gehabt
hatten. Diesen p-Wert kdnnten wir allerdings auch sehr leicht selbst aus dem p-Wert fur ungerichtete
Hypothesen (in der Tabelle unter ,,Two-Sided p*) ermitteln, da es sich dabei schlichtweg um die Halfte
des Werts flir Letzteren handelt. In dieser Ausgabe kann das allerdings wiederum nur durch Doppelklick

auf die Tabelle und anschlielende Inspektion der exakten Werte sichtbar gemacht werden.

Effektstarke fur den Einstichproben t-Test

In der Theorie haben wir Effektstarken als nitzliche, einheitsunabhangige MaRe kennengelernt, die als
die Grolke eines Unterschieds oder die Starke eines Zusammenhangs interpretiert werden kdnnen
(Bihner et al., 2025). Im Falle eines Einstichproben t-Tests konnen in SPSS zwei solcher Mafe unter
Analyze >> Compare Mean and Proportions >> One-Sample T Test... angefordert werden, indem
»Estimate effect sizes™ ausgewdhlt wird (als Voreinstellung ist dies bereits grundsitzlich ausgewéhlt),

siehe Abbildung 4.1 oder Abbildung 4.3.

Die entsprechende Ausgabe dieser beiden Effektstérken findet sich dann in der Tabelle ,,One-
Sample Effect Sizes und bezieht sich auf die GroRe des Unterschieds zwischen dem geschatzten
Populationsmittelwert und dem Wert gegen den mittels des Einstichproben t-Tests getestet wurde. Die
Effektstirken selbst sind in dieser Tabelle in der Spalte ,,Point Estimate® zu finden, da es sich dabei
wiederum um Punktschétzungen einer prinzipiell unbekannten Effektstérke in der Population handelt.
Die Effektstarke Cohens d entspricht dem Verhéltnis der Differenz zwischen Schatzwert fur den

Populationsmittelwert und dem Testwert und der geschétzten Standardabweichung SD, d.h.

_ X =l
d= D

In unserem konkreten Fall lasst sich damit die Ausgabe in Abbildung 4.4 sehr leicht

nachvollziehen:

T—Ho 10675-100 675

A== =" 11a17 11407

= 0.591.
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Wie an der SPSS Ausgabe in Abbildung 4.4 abzulesen handelt es sich bei der zweiten
Effektstarke um eine Effektstarke, bei der im Nenner fir Cohens d zusatzlich ein Korrekturfaktor
verwendet wird. Haufig sind die sich ergebenden Effektstérken aber, wie auch in unserem Beispiel, sehr
dhnlich. Wir werden im Rahmen dieser Ubungen grundsatzlich immer Cohens d verwenden. Auch fiir

beide Effektstarken erhalten wir jeweils ein Konfidenzintervall.

Fur Cohens d gibt es Heuristiken nach Cohen (1988), mit deren Hilfe eine einfache, schnelle
Einschatzung der GroRe der Effektstarke durchgefiihrt werden kann. Gemalt Cohen (1988) wird Cohens
d im Bereich 0.2 bis 0.5 als klein, im Bereich 0.5 bis 0.8 als mittel, und fur Werte gréRer als 0.8 als grof3
bezeichnet. Bei Werten unterhalb von 0.2 spricht man manchmal auch von vernachlassigbarer
Effektstarke. Bei der Effektstarke ist schlieBlich meist nur der Betrag interessant, da sich die
Abweichung des geschatzten Populationsmittelwerts vom Testwert ohnehin an der mittleren Differenz

bzw. am Wert des geschatzten Populationsmittelwerts zeigt.

Ergebnisbericht
Die Ergebnisse, die bei der Schatzung des Populationsmittelwerts bzw. des Tests einer statistischen
Hypothese Uber den Populationsmittelwert, erhalten werden, kénnen grundsatzlich wie folgt berichtet

bzw. interpretiert werden.

Im Falle des vorliegenden Beispiels wirde ein Ergebnisbericht etwa wie folgt aussehen: ,,Im
Mittel ist der 1Q der getesteten Studienanfanger:innen um 6.75 1Q-Punkte hoher als der Vergleichswert
von 100 (n = 240, M = 106.75, 95%-KI [105.29, 108.20], SD = 11.42). Der mittlere 1Q unterscheidet
sich (mit @ =.005) signifikant vom Vergleichswert, t(239) = 9.15, p < .001, Cohens d = 0.59, 95%-KI

[0.45, 0.73]. GeméaR Cohens Heuristik (1988) handelt es sich um einen mittleren Effekt.*

Sehen wir uns die einzelnen Bestandteile dieses Ergebnisberichts noch einmal im Detail an. Im
ersten Satz werden schlichtweg deskriptive Statistiken sowie Ergebnisse der Punkt- und
Intervallschatzung berichtet. Der zweite Satz bezieht sich dann auf den durchgefiihrten Hypothesentest.
Es wird mitgeteilt, dass sich der mittlere 1Q signifikant vom Vergleichswert unterscheidet, d.h., der p-
Wert ist kleiner als das gewéhlte Signifikanzniveau a. Zudem werden die ermittelte Teststatistik (der t-

Wert), die Anzahl der Freiheitsgrade, der p-Wert und die Effektstérke inkl. Konfidenzintervall berichtet.
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Die Effektstarke wird schlieflich mittels der Heuristik nach Cohen (1988) interpretiert. Lateinische
Buchstaben, die statistische GroBen kennzeichnen sind gemaR APA-Richtlinien kursiv gesetzt,
Dezimalzahlen werden auf zwei Nachkommastellen gerundet, mit Ausnahme des p-Werts, der auf drei
Nachkommastellen genau angegeben wird; und p-Werte kleiner 0.001 werden mit ,,< .001¢
gekennzeichnet, p-Werte groBer als 0.999 mit ,,> .999%, siehe auch die entsprechenden Erlduterungen in

Kapitel 3.

Voraussetzungen fir den Einstichproben t-Test und die Ermittlung von Konfidenzintervallen auf
Grundlage der t-Verteilung

Fur die Giltigkeit der eben beschriebenen Verfahren zur Intervallschdtzung bzw. zur Testung der
entsprechenden statistischen Hypothesen miissen einige Voraussetzungen gelten, die teilweise immer
wieder erwéhnt wurden und teilweise impliziert waren, die aber wichtig genug sind, um noch einmal

explizit angefiihrt zu werden. Diese Voraussetzungen sind:

o Die Varianz der Population, aus der die Stichprobe gezogen wurde, ist nicht bekannt und muss
mittels der Stichprobendaten geschatzt werden. Ist diese Varianz bekannt, kann stattdessen ein
z-Test zur Hypothesentestung bzw. die Standardnormalverteilung zur Konstruktion von
Konfidenzintervallen verwendet werden (siehe z.B. Buhner & Ziegler, 2017, S. 267-268).

e Die Messwerte sind mindestens intervallskaliert. Nur dann ist die Bildung eines Mittelwerts und
sein numerischer Vergleich mit einem bestimmten Vergleichswert durch eine Differenz auch
sinnvoll.

o Die abhéngige Variable ist normalverteilt oder es liegt eine hinreichend groRe Stichprobe vor,
dass von einer guten N&herung der Stichprobenkennwerteverteilung des Mittelwerts durch eine

Normalverteilung aufgrund des zentralen Grenzwerttheorems ausgegangen werden kann.

Sind diese Voraussetzungen nicht erfillt, dann sind die Argumente, die oben verwendet wurden, um die
Testentscheidungen plausibel zu machen, nicht mehr gultig. Liegt beispielsweise keine
(ndherungsweise) Normalverteilung der Stichprobenkennwerteverteilung des Mittelwerts vor, dann ist
die Verteilung der Teststatistik T, die oben betrachtet wurde, im Allgemeinen nicht bekannt, die

kritischen Bereiche kdnnen nicht ermittelt werden, und es ist nicht klar, wie p-Werte auf der Grundlage

121



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

falschlich angenommener t-Verteilungen zu interpretieren sind. In diesen Fallen kann auf Verfahren
zurlickgegriffen werden, fir die diese Voraussetzung(en) nicht gelten missen, um belastbare

Entscheidungsgrundlagen zu liefern.

Eine Maoglichkeit bietet hierzu das sog. Bootstrap-Verfahren, das hier zwar nicht im Detail
besprochen wird, aber auf dessen Durchfuhrbarkeit mit SPSS wenigstens hingewiesen werden soll.
Entsprechende 95%-Bootstrap-Konfidenzintervalle konnen unter Analyze >> Compare Mean and
Proportions >> One-Sample T Test... und dort im Untermenii ,,Bootstrap...” durch Auswéhlen der
Option ,,Perform bootstrapping* angefordert werden. Fiir weitere Details wird an dieser Stelle aber auf
spezialisierte Literatur bzw. Lernmaterialien verwiesen (siehe z.B. Bilhner & Ziegler, 2017; Field, 2024;

Wilcox, 2022).

Teststarke und Stichprobenplanung

Die Irrtumswahrscheinlichkeit bzw. der Fehler 1. Art wurde oben bereits kurz erlautert. Zur
Wiederholung: Es handelte sich dabei um die H&ufigkeit bei wiederholter Ziehung einfacher
Zufallsstichproben unter Geltung der Nullhypothese die Nullhypothese mit dem Signifikanzniveau a zu
verwerfen, d.h. die Nullhypothese falschlicherweise zu verwerfen. Der sozusagen umgekehrte Irrtum,
namlich die Nullhypothese nicht zu verwerfen, obwohl die Alternativhypothese zutrifft (d.h. im hier
betrachteten Fall, dass auch wirklich ein Unterschied zwischen dem Populationsmittelwert und einem
gegebenen Testwert besteht), wird als Fehler 2. Art (oder B-Fehler) bezeichnet. In diesem Kapitel
bezieht er sich auf die Frage: Wie oft verwerfen wir die Nullhypothese nicht mit einem Einstichproben
t-Test, obwohl sie nicht gilt? Die Komplementarhaufigkeit bzw. -wahrscheinlichkeit, mit der bei
wiederholter Ziehung einer einfachen Zufallsstichprobe die Nullhypothese verworfen wird, wenn die
Alternativhypothese zutrifft, steht in direktem Zusammenhang zum g-Fehler und wird als Teststarke
(Engl.: power) bezeichnet: Ist die Wahrscheinlichkeit fur einen Fehler 2. Art gleich S, so ist die

Teststéarke gleich 1 — 8 und umgekehrt.

Die Teststdrke eines Verfahrens héngt dabei von drei GroRen ab: der Effekistarke, dem
Signifikanzniveau a und dem Stichprobenumfang n. Zur Ermittlung der Teststdrke muss also vorab

bekannt sein, wie grof3 die Effektstarke eines bestimmten Mittelwertsunterschieds ist, um dann fir ein

122



Kapitel 4: Schatzen und Testen von Populationsmittelwerten

gegebenes Signifikanzniveau und einen gegebenen Stichprobenumfang berechnen zu kdénnen, wie
héaufig bei wiederholter Ziehung einer einfachen Zufallsstichprobe mit einem p-Wert kleiner a zu
rechnen ist. Umgekehrt kann dieser Zusammenhang zwischen den vier Grolien (Teststéarke, Effektstarke,
Signifikanzniveau, Stichprobenumfang) aber genutzt werden, um bei einer fundierten Vermutung fiir
eine Mindesteffektstarke, den Stichprobenumfang so planen zu konnen, dass bei einer geringen
Fehlerwahrscheinlichkeit fiir einen Fehler 1. Art gleichzeitig auch eine hohe Wahrscheinlichkeit fiir die
Verwerfung der Nullhypothese (d.h. auch eine geringe Wahrscheinlichkeit fiir einen Fehler 2. Art)

besteht.

Wenn zum Beispiel die begrindete Vermutung besteht, dass sich ein Populationsmittelwert
mindestens um eine Effektstarke von Cohens d = 0.2 von einem bestimmten Testwert unterscheiden
sollte und die Fehlerwahrscheinlichkeit 1. Art mit einem a von 0.005 klein gehalten werden soll (man
mochte die Nullhypothese also nicht falschlicherweise verwerfen), dann kann 8 so berechnet werden,
dass in beispielsweise 95% aller Einstichproben t-Tests fiir die jeweilige einfache Zufallsstichprobe ein

p < a resultiert, sofern tatsachlich Cohens d = 0.2 gilt.

Eine  Stichprobenplanung dieser Art kann  beispielsweise ~mit dem unter

https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-

arbeitspsychologie/gpower frei verfugbaren Programm G*Power durchgefiihrt werden. Nach dem

Herunterladen und Offnen der aktuellsten Version kann unter ,Test family* die Option ,t tests
ausgewdhlt werden. Unter ,,Statistical test* ist dann fiir das vorliegende Beispiel ,,Means: Difference
from constant (one sample case)* auszuwahlen. Unter ,, Type of power analysis® kann die Voreinstellung
,»A priori: Compute required sample size — given a, power, and effect size* so belassen werden. Nun
sind die ,Input Parameters“ zu wihlen. Wir haben eine ungerichtete Hypothese (,ein
Populationsmittelwert unterscheidet sich von einem bestimmten Testwert®), d.h. wir wéhlen unter
,» Tail(s)* die Option ,,Two*, da sich bei einer ungerichteten Hypothese bekanntlich der kritische Bereich
unter der t-Verteilung in zwei Bereiche (einer fiir positive, einer fir negative Werte der Teststatistik)
gliedert. Diese beiden Bereiche unterhalb der t-Verteilung werden als Flanken (Engl.: Tails) bezeichnet.

Ferner mochten wir mindestens eine Effektstarke von 0.2 (gemessen in Einheiten von Cohens d) mit
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hoher Wahrscheinlichkeit detektieren (d.h. ein signifikantes Ergebnis erhalten, d.h. p < «), d.h. wir
geben im Feld ,,Effect size d* die Zahl 0.2 ein. Wir mdchten allerdings die Nullhypothese nicht bzw.
nur mit geringer Wahrscheinlichkeit verwerfen, wenn sie zutrifft, daher geben wir im Feld ,,a err prob*
den Wert 0.005 ein. SchlieBlich mochten wir — wie oben bereits gesagt — den vermuteten Effekt mit
hoher Wahrscheinlichkeit detektieren, daher geben wir im Feld ,,Power (1-£) err prob* (das ist also die
Teststarke, die wir gerne hatten) den Wert 0.95 ein (der netterweise schon voreingestellt ist). Diese

Auswahlen und Eingaben sind in Abbildung 4.5 illustriert.

Durch einen Klick auf die Schaltfliche ,,Calculate wird die Berechnung des benétigten
Stichprobenumfangs durchgefiihrt. Neben dem unserem Signifikanzniveau entsprechenden kritischen t-
Wert und den Freiheitsgraden der entsprechenden t-Verteilung erhalten wir auch den uns hauptséchlich
interessierenden Stichprobenumfang von n = 500. Wenn wir also einen so kleinen Mittelwerts-
unterschied verlasslich (beide Fehlerarten betreffend) detektieren wollen, mussen wir eine recht
umfangreiche Stichprobe erheben. Zusétzlich erhalten wir in der Ausgabe noch einen ,,Noncentrality
parameter §, der uns im Rahmen dieser Ubungen nicht interessieren muss, und die eigentliche
Teststarke fiir die gegebene Effektstarke, das gegebene Signifikanzniveau und die erhaltene
Stichprobengrolie. Der Grund dafir, dass die eigentliche Teststarke nicht genau der von uns geforderten
entspricht, besteht schlichtweg darin, dass der Stichprobenumfang nur natiirliche Zahlen annehmen kann
und daher bei fixierter Effektstarke und fixiertem Signifikanzniveau eine kleine Abweichung von der
geforderten Teststarke in Kauf genommen werden muss, damit sich fur den Stichprobenumfang genau
eine ganze Anzahl von Fallen ausgeht. Die erhaltene Ausgabe fur die soeben durchgefihrte

Stichprobenplanung ist in Abbildung 4.6 gezeigt.
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§i G*Power3.19.7 _
File Edit Wiew Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

Test family Statistical test

ttests w Means: Difference from constant (one sample case) w

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size w
Input Parameters QOutput Parameters

Tailis) Two ~ Moncentrality parameter & ?

Determine = Effect size d 0.2 Critical t ?

o err prob 0.005 Df 7

Power (1-B err prob) 0.895 Total sample size ?

Actual power ?

X-¥ plot for a range of values Calculate

Abbildung 4.5. Eingaben fiir eine Stichprobenplanung fiir einen Einstichproben t-Test mit dem

Programm G*Power.
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fh G*Power3.1.9.7 _
File Edit Wiew Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

critical £t =2.81957

P
N
/ A
0.3 4 ! \
! \
/ \
d \
0.2 4 / \
/ \
/ \
i /
0.1 B A « ‘.
S
- = e T
D T T T T T == T ™ T T T T =
-2 0 2 4 &
Test family Statistical test
L tests v Means: Difference from constant (one sample case) v
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size w
Input Parameters QOutput Parameters
Tail(s) | Two - Moncentrality parameter & 44721360
Determine == Effect size d 0.2 Critical t 2.8195730
o err prob 0.00% Of 499
Power (1-B err prob) 0.85 Total sample size 500
Actual power 0.9502645

X-¥ plot for a range of values Calculate

Abbildung 4.6. Ausgabe fir die soeben durchgefiihrte Stichprobenplanung.
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Ubungsaufgaben
Beispiel 4.1

Was gehort zur Definition einer einfachen Zufallsstichprobe?

(@) Alle Merkmalstrager:innen einer Population haben dieselbe Wahrscheinlichkeit in die
Stichprobe gezogen zu werden.

(b) Die einzelnen Ziehungen miissen unabhangig voneinander sein

(c) Merkmalstrager:innen missen Personen sein.

(d) Der Stichprobenumfang muss grofer 30 sein.

Beispiel 4.2

Welche Aussage(n) zum p-Wert trifft(treffen) zu?

(a) Der p-Wert ist die Wahrscheinlichkeit, dass die Nullhypothese wahr ist.

(b) Aus dem p-Wert kann man die Wahrscheinlichkeit ableiten, dass die Alternativhypothese wahr
ist.

(c) Der p-Wert ist die Wahrscheinlichkeit dafir sich bei der Verwerfung der Nullhypothese zu irren.

(d) Wirde man das Experiment sehr oft wiederholen so wiirde man in (1 —p) - 100% aller Félle

ein signifikantes Ergebnis erhalten.

Beispiel 4.3

Welche der folgenden Aussagen ist/sind richtig/falsch?

Nr. | Aussage R/F

1) Es kann sein, dass der p-Wert Kleiner als « ist, aber die Teststatistik T nicht im

Ablehnungsbereich der Nullhypothese liegt.

2) Fir eine ungerichtete Hypothese ist der p-Wert die Wahrscheinlichkeit unter
Annahme der Giiltigkeit der Nullhypothese dafiir, dass sich die Teststatistik in der
beobachteten Realisation oder einer extremeren Realisation in Richtung der
Alternativhypothese realisiert.

3) Ist der p-Wert klein, dann liegt der wahre Populationsmittelwert weit weg vom
Testwert.
4) Ist der p-Wert klein, dann hat man einen Effekt mit grolRer Effektstarke detektiert.
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Beispiel 4.4

Welche der folgenden Aussagen ist/sind richtig/falsch?

Nr. | Aussage R/F

1) Ein p-Wert groRer als das gewahlte Signifikanzniveau bedeutet, dass es keinen
Unterschied zwischen dem Populationsmittelwert und dem Testwert gibt.

2) Ein p-Wert groRer als das gewahlte Signifikanzniveau bedeutet, dass die
Nullhypothese stimmt.

3) Ein p-Wert groBer als das gewdhlte Signifikanzniveau bedeutet, dass die
Nullhypothese eher stimmt als die Alternativhypothese.

4) Ein p-Wert kleiner als das gewahlte Signifikanzniveau bedeutet, dass die
Alternativhypothese zutrifft.

Beispiel 4.5

Welche Aussage(n) trifft(treffen) zu?

(&) Um eine Stichprobenplanung in G*Power durchzufiihren muss man wissen, wie viele Personen

(b) Die Teststarke (power) hangt von der Effektstarke, dem Signifikanzniveau und dem

man insgesamt in einer Studie testen wird.

Stichprobenumfang ab.

(c) Bei Cohens d handelt es sich um ein einheitsunabhangiges MaR fir die Teststarke (power).

(d) Ab einem Cohens d > 2 spricht man gemal Cohens Heuristik (1988) von einem groRen Effekt.

Beispiel 4.6

Was gehort zu den Voraussetzungen flr einen Einstichproben t-Test?

(a) Die Varianz der Population ist bekannt.

(b) Die abhéngige Variable ist normalverteilt oder es liegt eine hinreichend grof3e Stichprobe vor.

(c) Die abhéngige Variable muss mindestens ordinalskaliert sein.

(d) Die Varianz der Population ist nicht bekannt.
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Beispiel 4.7
In Osterreich betragt das Durchschnittsalter von Studierenden 27.1 Jahre (jedenfalls gemaR

https://www.studium.at/oesterreichische-studenten-sind-im-schnitt-aelter-und-arbeiten-haeufiger). In

der Datei , Kap3daten.sav* finden Sie das Alter von 51 (fiktiven) Studierenden zu einem Zeitpunkt, an
dem sie am Kurs ,,Anwendung statistischer Verfahren am Computer* teilgenommen hatten. Verwenden
Sie einen Einstichproben t-Test, um zu einer Entscheidung zu kommen, ob sich das Alter der
Kursteilnehmer:innen vom oben angegeben Durchschnittsalter von Studierenden unterscheidet.
Verwenden Sie ein Signifikanzniveau von 0.5%. Berichten Sie Ihre Resultate gemal? APA-Richtlinien
und geben Sie auch eine Intervallschatzung fiir den Populationsmittelwert der Kursteilnehmer:innen an.

Sind die Voraussetzungen fur einen Einstichproben t-Test erftllt?

Beispiel 4.8
Ein Medikament werde als die Verkehrstiichtigkeit einschrdnkend bezeichnet, sobald es die

Reaktionszeit im Mittel um mehr als 50 ms verringere.

Um die Wirkung eines neuen Medikaments auf die Verkehrstlchtigkeit zu testen, lasst daher
ein (fiktives) Pharmaunternehmen die Wirkung des Medikaments auf die Reaktionszeitverzégerung
(RZV) bei 42 Versuchspersonen priifen. In der Datendatei ,,Kap4UES8.sav”, die Sie in dem

elektronischen Erganzungsmaterial finden, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen,

finden Sie den dazugehdrigen Datensatz. Verwenden Sie ein angemessenes statistisches Verfahren, um
zu testen, ob die Reaktionszeitverzdgerung in der Population durch Einnahme des Medikaments mehr
als 50 ms im Mittel betragt. Wéahlen Sie dafur ein Signifikanzniveau von 0.05. Berichten Sie lhre

Ergebnisse gemall APA-Richtlinien.

Beispiel 4.9
Eine Forscherin zweifelt an der Sinnhaftigkeit der Uberpriifung des Medikaments aus dem

vorhergehenden Beispiel durch das Pharmaunternehmen. Thre Argumentation lautet wie folgt.

Aufgrund der Bedeutung der Uberpriifung (Verkehrstiichtigkeit) sollten schon sehr kleine
Anderungen Gber den Schwellenwert von 50 ms hinaus zu einer entsprechenden Kennzeichnung des

Medikaments fuihren. Die Forscherin setzt dafir ein Cohens d = 0.1 als Limit an und fordert, dass eine
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ernstzunehmende Untersuchung einen solchen Unterschied mit hoher Teststdrke von mindestens 95%
detektieren kénnen sollte. Sie argumentiert weiter, dass das Signifikanzniveau dafur durchaus auf a =

0.1 erhéht werden konne, da ein Fehler 1. Art in diesem Fall das weitaus geringere Ubel darstelle.

(a) Verwenden Sie G*Power, um fiir die angegebenen Werte den nétigen Stichprobenumfang
einer entsprechenden Untersuchung zu ermitteln.

(b) Verwenden Sie G*Power, um zu ermitteln, welche Teststarke die Untersuchung des
vorhergehenden Beispiels aufwies, um einen Effekt der Starke Cohens d = 0.1 zu

detektieren. Hinweis: Sehen Sie sich dafiir die Option ,,Post hoc: Compute achieved

power...“ unter ,,Type of power analysis“ an.

Beispiel 4.10

Die historische Entwicklung der Statistik hat bekanntlich viel mit der Bierbrauerei zu tun. So arbeitete
beispielsweise William Gosset, der den sog. Studentschen t-Test entwickelt hat und hinter dem
Pseudonym Student in der entsprechenden Arbeit aus dem Jahr 1908 steckt, in der Guinness Brauerei
in Dublin. Noch heute kann man dort eine Plakette bewundern, die ihm zu Ehren dort angebracht wurde,

siehe z.B. https://en.wikipedia.org/wiki/William Sealy Gosset.

Seine Arbeit (vermutlich in der Qualitatssicherung) in der Brauerei stelle ich mir gerne wie folgt
vor: Ein Bauer bringt einige Proben der aktuellen Hopfenernte vorbei, weil er neuer Hauptlieferant der
ehrwiirdigen Brauerei (und entsprechend gut bezahlt) werden mdchte. William Gosset unterzieht die
Proben einigen Tests, aus denen schliellich fir jede Probe ein bestimmter Qualitatskennwert resultiert,
z.B. diese Liste an Zahlen: 53, 77, 44, 62, 57, 48, 75, 71, 65, 65. Aus langjéhriger Erfahrung weill Gosset,
dass es sich um qualitativ hochwertigen Hopfen handelt, wenn dieser im Mittel einen Qualitatskennwert

von mindestens 50 Gbersteigt.

Verwenden Sie einen geeigneten statistischen Test, um zu testen, ob die Ernte des Bauern
diesem Qualitatsanspruch potentiell gerecht werden kann. Sie kdnnen fiir dieses Beispiel davon
ausgehen, dass die Qualitatskennwerte durch eine identisch und unabhdngig normalverteilte
Zufallsvariable approximiert werden konnen. Erstellen Sie einen Ergebnisbericht gemal APA-

Richtlinien.
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Beispiel 4.11

Wie viele Personen muss eine Stichprobe umfassen, damit ein Unterschied eines Populationsmittelwerts
der Starke Cohens d = 0.25 von einem gegeben, konstanten Wert von 100 fir ein Signifikanzniveau «
=.005 mit einer Teststarke (= power) von 80% detektiert werden kann? Fugen Sie flr Ihre Antwort auch

einen Screenshot lhrer Berechnung des Stichprobenumfangs mit G*Power ein.

Beispiel 4.12

Tun Sie sich fir diese Ubungsaufgabe mit einem:einer Kolleg:in zusammen. Erstellen Sie jeweils
unabhingig voneinander einen Ergebnisbericht fiir Beispiel 4.7. Uberpriifen Sie danach gegenseitig Ihre
Ergebnisberichte mit der am Ende dieses Dokuments bereitgestellten Ldsung. Markieren und
korrigieren Sie etwaige Fehler und seien Sie dabei ruhig méglichst streng. Diskutieren Sie anschlieend

Ihre gegenseitigen Korrekturen und klaren Sie gemeinsam Fragen, die sich dabei ergeben.

Beispiel 4.13

Tun Sie sich fir diese Ubungsaufgabe mit einem:einer Kolleg:in zusammen. Erstellen Sie jeweils
unabhangig voneinander einen Ergebnisbericht fir Beispiel 4.8. Uberpriifen Sie danach jeweils selbst
die Korrektheit lhres Ergebnisberichts mit der am Ende dieses Dokuments bereitgestellten Losung.
Figen Sie anschlieend in Thren Ergebnisbericht 5 Fehler ein, ohne sie Ihrem:Ihrer Kolleg:in mitzuteilen
(und es diirfen durchaus Fehler sein, die nur schwer zu entdecken sind). Tauschen Sie anschlieBend Ihre
fehlerhaften Ergebnisberichte aus. Versuchen Sie nun jeweils die funf Fehler zu identifizieren und zu
korrigieren, indem Sie ausschlieB8lich die Angabe von Beispiel 4.8, den entsprechenden Datensatz und
SPSS verwenden, d.h. insbesondere, ohne dabei die Musterlésung zu verwenden. Fur die korrekte
Identifikation eines Fehlers gibt es einen Punkt, fur die korrekte Korrektur eines Fehlers einen weiteren
Punkt. D.h. Sie kdnnen jeweils 10 Punkte erreichen. Wer mehr Punkte erreicht gewinnt! Bei einem

Unentschieden spielen Sie einfach noch eine Runde.

Beispiel 4.14
Reflektieren Sie schriftlich: Welche Voraussetzungen mussen flr einen Einstichproben-t-Test erflllt
sein? Wie kdnnen Sie Uberpriifen, ob diese Voraussetzungen erfillt sind? Was sind die Konsequenzen,

wenn diese Voraussetzungen nicht erfullt sind? Welche Alternativen haben Sie, falls die
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Voraussetzungen nicht erfillt sind? Machen Sie vor allem zur Beantwortung der letzten Frage Gebrauch
von entsprechender Literatur. Sie kdnnen auch von generativer Kinstlicher Intelligenz Gebrauch

machen, aber Uberprifen Sie die erhaltenen Antworten jedenfalls mit einschldgiger Literatur.
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Kapitel 5
Schéatzung und Testung von Mittelwertsunterschieden zwischen zwei Gruppen

Stefan E. Huber

Im vorhergehenden Kapitel haben wir sehr viele grundlegende theoretische Konzepte wiederholt. Dies
haben wir nicht grundlos getan. In der Tat haben wir mit der Wiederholung dieser Grundkonzepte bereits
alles vorbereitet, was wir in diesem Kapitel brauchen werden, um Mittelwertsunterschiede zwischen
zwei Gruppen schatzen und gegen einen vorgegebenen Testwert prifen zu kdnnen. Wesentliche Aspekte
dieser Grundkonzepte werden wir auch in den kommenden Kapiteln immer wieder brauchen kénnen.
D.h. auch, dass wir ab jetzt den Durchflihrungsaspekten der unterschiedlichen statistischen Verfahren
mehr und mehr Platz einrdumen werden, da wir fir konzeptuelle Betrachtungen oder Wiederholungen
weitgehend auf diese Grundkonzepte zurtickgreifen kdnnen und diese nur stellenweise ergénzen werden

mussen.

In diesem Kapitel sehen wir uns das einmal fir die Schatzung und Testung von
Mittelwertsunterschieden zwischen zwei Gruppen an. Aus der Theorie wissen wir (Biihner et al., 2025),
dass wir daflr zwei Falle unterscheiden miissen (strenggenommen gibt es noch einen dritten Fall, mit
dem wir uns aber nicht befassen werden, siehe z.B. Wilcox, 2022, S. 203-210). Im ersten Fall ziehen
wir zwei einfache Zufallsstichproben aus zwei unterschiedlichen Populationen und mdchten den
Unterschied zwischen den beiden Mittelwerten dieser Populationen schatzen bzw. gegen einen Testwert
priifen. In diesem Fall spricht man von zwei unabhéngigen Stichproben. Bezuglich der Testung ist dabei
haufig der Spezialfall der Gleichheit bzw. Ungleichheit der beiden Populationsmittelwerte interessant,
was der Testung des Mittelwertsunterschieds gegen den Wert Null entspricht. Im zweiten Fall ziehen
wir grundsétzlich nur eine einfache Zufallsstichprobe, aber erfassen fiir jeden Fall zwei aufeinander
bezogene Variablen. Allerdings spricht man auch in diesem Fall von zwei Stichproben, allerdings nun
von zwei abhangigen Stichproben. Dabei kann es sich etwa um die Erfassung derselben Variablen zu
zwei verschiedenen Zeitpunkten handeln (etwa die Reaktionszeit vor und nach Einnahme eines
bestimmten Medikaments) oder um zwei Variablen, die aber eindeutig miteinander zusammenhéngen

(etwa der systolische Blutdruck, einmal gemessen am linken Arm und einmal gemessen am rechten Arm
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jeweils derselben Person). Aus Grunden, die sehr bald klarer sein werden, beginnen wir mit dem zweiten
der beiden Falle: der Schéatzung und Testung der Mittelwertsunterschiede flr zwei abhangige

Stichproben.

Schatzung und Testung der Mittelwertsunterschiede fir zwei abhéngige Stichproben
Im Falle zweier abhéngiger Stichproben lasst sich leicht einsehen, dass wir zur Schatzung und Testung
des Unterschieds zwischen den Populationsmittelwerten auch die mittlere Differenz zwischen den

beiden abhangigen Variablen schétzen bzw. testen kénnen, da

n n n n
_ _ 1 1 1 1 _
Bi-Bp= i) XD K= ) (=) =1 ) Xo=Tp
i=1 i=1 i=1 i=1

mit X;; der ersten der beiden Zufallsvariablen fir Fall (Person) i, X,; der zweiten der beiden
Zufallsvariablen fur Fall (Person) i, Xp; der Differenz der beiden Zufallsvariablen fir Fall (Person) i,
X1, X,, X, den entsprechenden Mittelwerten, und n dem Stichprobenumfang. Hier wurde bereits
angenommen, dass sich die interessierenden Variablen durch entsprechende Zufallsvariablen

approximieren lassen.

Sofern sich nun X;; und X,; insbesondere als identisch und unabhdngig normalverteilte
Zufallsvariablen mit Erwartungswerten p; und p, und Varianzen o und o2 approximieren lassen,
wissen wir ebenfalls, dass sich Xp; als identisch und unabhangig normalverteilte Zufallsvariable mit
Erwartungswert p; — u, und Varianz a;, approximieren lasst (fir hinreichend grof3e Stichproben wiirde
uns aber auch hier wieder das zentrale Grenzwerttheorem zu Hilfe kommen). Die Varianz o}, ist dabei

nicht bekannt und muss aus der Stichprobe geschéatzt werden.

Alles, was wir bendtigen, um den Erwartungswert einer solchen Zufallsvariable zu schétzen und
zu testen, haben wir allerdings schon im vorhergehenden Kapitel besprochen! Denn obwohl es sich
urspringlich um zwei abhéngige Variablen handelte, handelt es sich bei der Differenz der beiden
Variablen nur um eine Variable fiir eine einfache Zufallsstichprobe. Kénnen wir deren Wert schétzen,
dann haben wir damit auch die Differenz der Mittelwerte der beiden urspriinglichen Variablen geschatzt.
Testen wir deren Wert gegen eine bestimmte Konstante so haben wir die Differenz der beiden Variablen

gegen einen bestimmten Wert geprft.
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D.h. wir kénnen dazu in SPSS auch prinzipiell vollig gleich verfahren. Sehen wir uns das an
einem Beispiel an, fiir den Sie den entsprechenden Datensatz in der Datei ,,Kap5daten.sav* finden, die
Sie wieder in dem elektronischen Ergédnzungsmaterial (Engl.: electronic supplementary material) zu

diesem Dokument finden konnen, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen. Es handelt

sich dabei wiederum um fiktive Daten von 200 (ebenso fiktiven) Studierenden, deren Statistikwissen
vor (Variable Punkte_vorher) und nach (Variable Punkte_nachher) dem Besuch eines Tutoriums mit
einem entsprechenden Test gemessen wurde, der fiir jede:n Studierende:n einen Testwert zwischen 0

und 100 Punkten ergibt.

Um nun die Differenz der Populationsmittelwerte mittels der Mittelwertsdifferenz der beiden
Variablen Punkte_vorher und Punkte_nachher zu schatzen und gleich auch gegen einen Testwert von 0
zu testen, kdnnen wir eine neue Variable unter Transform >> Compute Variable... berechnen, die wir
z.B. einfach Diff (fur Differenz) nennen, siehe Abbildung 5.1. Durch Einfligen in eine Syntaxdatei (zur
Dokumentation) und Ausflihren der entsprechenden Kommandozeilen wird die neue Differenzvariable

erzeugt.

18 Compute Variable *

Target Variable: MNumeric Expression:
|Diﬁ | = Punkte_nachher - Punkte_vorher

Type & Label

dalD +
& Punkite_vorher
& Punkte_nachher

Function group:

Arithmetic

== 4 5 CDF & Moncentral CDF
El - Conversion
1 - “ Current Date/Time
El El El - - Date Arithmetic
L0 ] E [] Date reatn -
El I:l + Eunctions and Special Variables:
$Casenum £
$Date
$Date11
5JDate
$Sysmis
$Time
Abs
Any
Applymodel
Arsin v

Filter by: [ Include description

(uptional case selection condition) |
| Paste H Reset H Cance\H Help |

Abbildung 5.1. Bildung einer neuen Differenzvariable.
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Fur diese Differenzvariable kénnen wir nun unter Analyze >> Compare Means and Proportions
>> One-Sample T Test... einen Einstichproben t-Test gegen den Testwert 0 berechnen lassen und uns

auch ein 95%-Konfidenzintervall (K1) sowie Effektstarken ausgeben lassen, siehe Abbildung 5.2.

y I:;t Variable(s):
Punkte bei Statistiktest vor dem Tu__ Diff
& Punkte bei Statistiktest nach dem __.

Confidence Interval Percentage: %

Missing Values

® Exclude cases analysis by analysis

Test Value: III Estimate effect sizes O Exclude cases listwise

| Paste | | Reset | | Cancel | | Help |

Abbildung 5.2. Anforderung eines Einstichproben t-Tests fiir unsere Differenzvariable.

Am Ergebnis unseres Einstichproben t-Tests fir unsere Differenzvariable erkennen wir, siehe
Abbildung 5.3, dass die Punktschétzung fur die Differenz zwischen den Populationsmittelwerten X, =
X, —x; = 9.5 Testpunkte betrdgt, mit einem 95%-KI von [6.84, 12.16]. Zudem weicht die
Mittelwertdifferenz (mit « = .05) signifikant vom Wert Null ab, t(199) = 7.05, p < .001, Cohens d =
0.50 mit 95%-KI [0.35, 0.65]. GemaR Cohens Heuristik (1988) liegt also ein kleiner bis mittlerer Effekt
vor. Es sieht also ganz danach aus, als hatte das Tutorium (zumindest im Mittel) auch etwas fir das

Statistikwissen gebracht!

Allerdings gibt es in SPSS noch einen bequemeren Weg dieselben Ergebnisse zu erhalten, den
wir uns jetzt ansehen werden. Wir haben die Berechnung bisher nur deshalb etwas umstandlicher
durchgefihrt, um uns davon zu Uberzeugen, dass (mit einem kleinen Unterschied) auf die bequemere
Art und Weise genau dasselbe einfach im Hintergrund von SPSS durchgefiihrt wird. Fir die bequemere
Durchfihrung wahlen wir unter Analyze >> Compare Means and Proportions nun nicht ,,One-Sample
T Test®, sondern stattdessen ,,Paired-Samples T Test* aus. Im sich 6ffnenden Fenster fiigen wir die
Variable Punkte_vorher unter ,,Variable1* und Punkte_nachher unter ,,Variable2* ein; alle {ibrigen
Voreinstellungen lassen wir genauso wie sie sind, siehe Abbildung 5.4. Das Ergebnis ist in Abbildung

5.5 dargestellt.
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T-Test

[Dataset!] C\WsersihubestefiDocuments\UniGraz2023\Lehre\SoSe2025\08VA_dieses_semesterresources\Kap5daten.sav

One-Sample Statistics
] Mean Std. Deviation  Std. Error Mean
Diiff 200 §.5000 158.04853 1.34700

One-Sample Test

TestValueg=10
95% Confidence Interval of the

Significance Mean Difference
t df One-Sided p  Two-Sidedp  Difference Lower Upper
Dift 7.053 1889 =.001 =.001 5.50000 £.8438 12,1562

One-Sample Effect Sizes
95% Confidence Interval

Standardizer®  Foint Estimate Lower Upper
Diff Cohen's d 158.04853 4489 351 645
Hedges' correction 1812170 487 350 643

a. The denominator used in estimating the effect sizes.
Cohen's d uses the sample standard deviation.
Hedges' correction uses the sample standard deviation, plus a correction factor.

Abbildung 5.3. Ergebnis des Einstichproben t-Tests fiir unsere Differenzvariable.

t,-\ Paired-Samples T Test

II x

Paired Variables: Options
|g¢’ Punkte_vorher Pair Variable1 Variable2
& Punkte_nachher 1 & Punkte vorher ¢ Punkte nach. . Buootstrap
& Dif 2

Estimate effect sizes
Calculate standardizer using
® Standard deviation of the difference

(O Corrected standard deviation of the difference

O Average of variances

| Paste | | Reset | |Cance| | | Help |

Abbildung 5.4. Eine bequemere Art in SPSS eine Schdtzung und Testung (gegen 0) einer

Mittelwertdifferenz fir zwei abhangige Stichproben durchzufiihren.
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T-Test
Paired Samples Statistics
Mean M Std. Deviation  Std. Error Mean
Pair1  Punkte bei Statistiktest vor 30.97 200 19.918 1.408
dem Tutorium
Funkte bei Statistiktest 4047 200 25783 1.823

nach dem Tutorium

Paired Samples Correlations

Significance
4] Correlation  One-Sidedp  Two-Sided p
Pair1  Punkte bei Statistiktest vor 200 B8O <001 =001

dem Tutorium & Punkte bei
Statistiktest nach dem

Tutorium
Paired Samples Test
Paired Differences Significance
95% Confidence Interval ofthe
Difference
Mean Std. Deviation  Std. Error Mean Lower Upper t df Cne-Sided p  Two-Sided p
Pair1  Punkte bei Statistiktest vor -8.500 19.050 1.347 -12.156 -6.844 -7.053 1989 =.001 =.001

dem Tutorium - Funkte bei
Statistiktest nach dem

Tutarium
Paired Samples Effect Sizes
95% Confidence Interval
Standardizer®  Point Estimate Lower Upper
Pair1  Punkte bei Statistiktest vor Cohen's d 19.050 -.499 -.645 -.351
dem Tutorium - Funkte bei
Statistikiest nach dem Hedges' correction 18.122 -.497 -.643 -.350
Tutorium

a. The denominator used in estimating the effect sizes.
Cohen's d uses the sample standard deviation ofthe mean difference.
Hedges'correction uses the sample standard deviation of the mean difference, plus a correction factor.

Abbildung 5.5. Ergebnisse der Durchfiihrung des t-Tests flir abhéngige Stichproben in SPSS.

Das praktische an dieser Art der Durchfiihrung eines sog. t-Tests fiir abhdngige Stichproben in
SPSS ist, dass wir zusétzlich zu den Informationen, die wir mit dem Einstichproben t-Test fur die
Differenzvariable erhalten haben, noch einige andere nitzliche Informationen erhalten. Zum einen
bekommen wir in der Tabelle ,,Paired Samples Statistics* die fiir einen Ergebnisbericht (siehe unten)
ohnehin  bendtigten  deskriptiven  Statistiken (d.h. Stichprobenumfang, Mittelwerte und
Standardabweichungen jeweils fiir beide Variablen). In der Tabelle ,,Paired Samples Correlations*
bekommen wir zudem noch den Pearson-Korrelationskoeffizienten fiir die beiden Variablen r = .68, an
dem wir erkennen, dass zwischen den beiden Variablen eine erhebliche Korrelation besteht. GemaR
Cohens Heuristiken (1988) gelten Korrelationskoeffizienten von 0.1-0.3 als klein, von 0.3-0.5 als mittel,
und groRer 0.5 als groR. Mit einer erheblichen Korrelation zwischen unseren beiden Variablen ist im
vorliegenden Fall zu rechnen, da wir ja davon ausgegangen sind, dass die beiden Variablen voneinander
abhangen. Hatten wir an dieser Stelle gesehen, dass zwischen den Variablen kaum ein Zusammenhang

besteht (zumindest wie er durch den linearen Pearson Korrelationskoeffizienten (iberhaupt zum
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Ausdruck kommen kann), hatte das unsere Annahme zweier abhangiger Variablen durchaus in Zweifel

gezogen.

In den Tabellen ,,Paired Samples Test* und ,,Paired Samples Effect Sizes* finden wir dieselben
Werte, die wir bereits oben erhalten haben. Falls es verwundert, dass wir hier nun ein negatives
Vorzeichen fur die mittlere Differenz (und alle davon abgeleiteten GrolRen) bekommen, so liegt das
schlichtweg daran, dass SPSS im Rahmen des t-Tests fir abhéngige Stichproben die Differenz
Variablel-Variable2 schétzt bzw. gegen den Wert Null testet und wir oben bei der Bildung der
Differenzvariablen die Differenz gerade umgekehrt (Variable2-Variablel) gebildet haben. Inhaltlich ist
das Ergebnis aber ganz identisch: die Punkte im Test vor dem Tutorium sind im Mittel kleiner als im
Test nach dem Tutorium. Deshalb ist es fir die inhaltliche Interpretation stets wichtig, die deskriptiven
Statistiken zu betrachten, da man an diesen gut erkennt, zu welchem Zeitpunkt der Mittelwert gréRer
bzw. Kleiner ist. Vom Betrag her sind alle Zahlen dieser beiden Tabellen identisch mit jenen aus

Abbildung 5.3.

Ein kleiner Nachteil des t-Tests fur abhdngige Stichproben in SPSS ist, dass die
Mittelwertdifferenz nur tGiber einen Umweg gegen einen anderen Testwert als Null getestet werden kann.
Fur den Einstichproben t-Test kann hierfur hingegen ein beliebiger Testwert gewahlt werden. Gegen
einen anderen Wert als Null zu testen kann zum Beispiel gewiinscht sein, wenn eine Fragestellung
vorliegt, in der ein Unterschied zwischen zwei abhéngigen Variablen einen Mindestbetrag tber- oder
unterschreiten soll, wie es etwa in Féllen der Qualitatssicherung der Fall sein kann. Will man in so einem
Fall dennoch den t-Test fur abhangige Stichproben in SPSS verwenden, kann man den Wert gegen den
man testen mdchte, schlichtweg zum Subtrahenden addieren, d.h. wenn man die Nullhypothese Hy: 1 —
U, =5 testen mdchte, kann man eine neue Variable x;; = x,; + 5 und anschlieend den t-Test fir
abhdngige Stichproben verwenden, um die Nullhypothese Hy: 1y — u5 = 0 zu testen. Die Verwerfung

dieser Nullhypothese ist dann dquivalent zur Verwerfung der Nullhypothese H,,.
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Ergebnisbericht fir Schatzung und Testung der Mittelwertsunterschiede fiir zwei abhéngige
Stichproben

Wie nach jeder statistischen Analyse sind auch in diesem Fall die Ergebnisse in einem entsprechenden
Ergebnisbericht festzuhalten. Dieser sollte jedenfalls die von SPSS ausgegebenen deskriptiven
Statistiken fir die beiden Variablen enthalten (mit Ausnahme des Standardfehlers, der ohnehin aus den
anderen GroRen berechnet werden konnte). Anschliefend sollte die Punktschatzung fir die
Mittelwertdifferenz zusammen mit dem Konfidenzintervall (inkl. des verwendeten Signifikanzniveaus)
angegeben werden. Zudem sollten wieder die wesentlichen Bestandteile des Signifikanztests (Art und
Wert der Teststatistik, Freiheitsgrade, p-Wert) und schlieflich die Effektstarke mit dem entsprechenden

Konfidenzintervall angegeben werden. Fiir die Effektstarke wéhlen wir wiederum Cohens d.

Fiir den vorliegenden Fall konnte ein addquater Ergebnisbericht also wie folgt aussehen: ,,Der
Mittelwert der Punkte beim Test vor dem Tutorium (M = 30.97, SD = 19.92) von n = 200 Studierenden
war niedriger als der Mittelwert der Punkte beim Test nach dem Tutorium (M = 40.47, SD = 25.78). Die
Punktschatzung fir die mittlere Populationsdifferenz ergab sich entsprechend zu 9.5 mit einem 95%-KI
[6.84, 12.16]. Diese Mittelwertdifferenz unterscheidet sich (mit @ = .05) signifikant von Null, t(199) =
7.05, p <.001, Cohens d = 0.50 mit 95%-KI [0.35, 0.65]. Geméal Cohens Heuristik (1988) liegt also ein

kleiner bis mittlerer Effekt vor.« Das APA-Format ist selbstverstandlich auch wieder zu beachten.

Teststérke und Stichprobenplanung

Auch flr einen t-Test fiir abhangige Stichproben kann eine Stichprobenplanung mittels G*Power fir
eine gewlnschte Teststarke bei gegebenem Signifikanzniveau und vermuteter Effektstarke
vorgenommen werden. Unter ,,Test family* ist dafiir wiederum ,,t tests* auszuwahlen. Unter ,,Statistical
test” ist diesmal ,,Means: Difference between two dependent means (matched pairs)* auszuwéhlen.
Unter “Type of power analysis” ist wieder “A priori: Compute required sample size — given a, power,
and effect size” auszuwahlen. Bei den “Input Parameters” ist wieder anzugeben, ob eine gerichtete (“one
tail) oder eine ungerichtete (,,two tails*) statistische Hypothese getestet werden soll. Bei der
Effektstarke ist wiederum die vermutete Effektstirke in Einheiten von Cohens d anzugeben. Das
Signifikanzniveau ist wiederum unter ,, err prob“ und die gewiinschte Teststirke unter ,,Power (1-f

err prob)* anzugeben.
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Angenommen, wir vermuteten einen Effekt der Stérke 0.3 fiir einen Unterschied zwischen den
Mittelwerten zweier abhangiger Stichproben (d.h. wir hétten eine ungerichtete Hypothese), mochten uns
mit « = .005 wiederum stark gegen einen Fehler 1. Art absichern und einen Effekt der veranschlagten
Stiarke schon mit einer Wahrscheinlichkeit von mindestens 80% detektieren (d.h. ein Ergebnis ,,p < a*
in 80% einer Serie unendlicher vieler hypothetischer, aquivalenter Replikationen erhalten), dann wéren
in G*Power die in Abbildung 5.6 gezeigten Einstellungen vorzunehmen. Abbildung 5.7 zeigt, dass sich

daraus ein bendtigter Stichprobenumfang von n = 152 ergibt.

fit, G*Power 3.1.9.7 — »
File Edit View Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

Test family Statistical test

ttests s Means: Difference between two dependent means (matched pairs) e

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size e
Input Parameters Output Parameters

Tail(s) 'I' . Noncentrality parameter & ?

Determine = Effect size dz 0.3 Critical t g

o err prob 0.005 Df ?

Power (1-6 err prob) 0.8 Tatal sample size ?

Actual power 7

X-Y plot for a range of values Calculate

Abbildung 5.6. Einstellungen in G*Power fir das im Text beschriebene Beispiel.
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fit, G*Power 3.1.9.7 — *
File Edit View Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

critical t =2.84887

Test family Statistical test

1 tests W Means: Difference between two dependent means (matched pairs) e

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size e
Input Parameters Output Parameters
Tailis) Two e Mancentrality parameter & 3.6986484
Determine =2 Effect size dz 0.3 Critical t 2. BABBEIV
o err prob 0.005 Df 151
Power (1-B err prob) 0.8 Total sample size 152
Actual power 0.8004601

X-Y plot for a range of values Calculate

Abbildung 5.7. Ergebnisse der im Text beschriebenen Stichprobenplanung.

Voraussetzungen flr den t-Test fiir abhéngige Stichproben

Da es sich bei dem t-Test fur abhéngige Stichproben gemald den vorhergehenden Erlauterungen um
nichts anderes als einen Einstichproben t-Test in Verkleidung handelt, sind auch die Voraussetzungen
ganz analog. D.h., es muss sich um mindestens intervallskalierte Variablen handeln, die Varianz der
Differenz der Variablen ist nicht bekannt und muss aus den Daten geschétzt werden, und die Differenz
der Variablen muss sich entweder selbst durch eine Normalverteilung approximieren lassen oder der

Stichprobenumfang muss hinreichend grof} sein.
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Schétzung und Testung der Mittelwertsunterschiede fur zwei unabhéangige Stichproben

Auch flr die Schatzung und Testung der Mittelwertsunterschiede flr zwei unabhangige Stichproben
haben wir die wesentlichen Grundkonzepte bereits im vorhergehenden Kapitel rekapituliert. Der einzig
neu hinzukommende Aspekt ist der theoretische Befund, dass, wenn die Schatzfunktionen der beiden
Populationsmittelwerte X; und X, jeweils durch identisch und unabhangig verteilte Zufallsvariablen
approximiert werden kénnen und die beiden Populationsvarianzen gleich (oder zumindest hinreichend
gleich, siehe unten) sind, die Teststatistik

)?1 —)?2 = (1 — Uz)

T =
SEMD

einer t-Verteilung mit v = n; + n, — 2 Freiheitsgraden folgt. Hier werden mit x; und u, die beiden

unbekannten  Populationsmittelwerte, mit SEyp = [S5,4 (ni+ni) die Schatzfunktion des
1 2

_ 2 _ 2
Standardfehlers der Mittelwertdifferenz, wobei hier 55001 = M-VSIH -V gi0 Sehatzfunktion der

nytn,—2

sogenannten gepoolten Varianz ist, und mit n, und n, die beiden Stichprobenumfénge bezeichnet (vgl.

z.B. Wilcox, 2022, S. 171).

Fur die Punktschatzung der Populationsmittelwertdifferenz sind dann wiederum lediglich die
Schéatzfunktionen durch die Schatzwerte aus den konkreten Stichproben zu ersetzen, d.h. der Schatzwert
flir u; — u, ist schlichtweg x; — x,. Analog kann mittels den prinzipiell berechenbaren (nicht von uns
aber z.B. von SPSS) Quantilen der t-Verteilung das konkrete (1 — a)-Konfidenzintervall zur

Intervallschatzung der Populationsmittelwertdifferenz auf Basis der gegebenen Stichproben zu
[(921 —X2) — tl_% *SEmp, (X —%2) + t1—% : SEMD] = [u, 0]

ermittelt werden.

SchlieBlich kann mittels der Realisation der Teststatistik T fur die gegebenen Stichproben die
Wahrscheinlichkeit (= p-Wert) berechnet werden (wiederum nicht von uns, sondern z.B. von SPSS),
eine so extreme oder extremere Teststatistik unter der Annahme der Giiltigkeit der Nullhypothese (d.h.

flir einen bestimmten Wert von u; — u,, z.B. fir u; — p, = 0) zu erhalten. Ist dieser p-Wert kleiner
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oder gleich als das vorab festgelegte Signifikanzniveau, kann wiederum aufgrund desselben
Plausibilitatsarguments wie im vorhergehenden Kapitel die Nullhypothese verworfen werden, da dann
die Teststatistik mit Sicherheit in dem auf der Basis des Signifikanzniveaus berechneten kritischen

Bereich liegt.

Um all die n6tigen Berechnungen kiimmert sich netterweise SPSS, solange wir nur die richtigen
Eingaben tatigen und die Ausgabe richtig lesen kénnen. Schauen wir uns daher wiederum an einem
Beispiel an, wie das geht. Dazu arbeiten wir wieder mit einem fiktiven Datensatz, in dem wir uns diesmal
anschauen wollen, ob (ebenfalls fiktive) Psychologiestudierende im Mittel einen hdheren 1Q haben als
(nattirlich genauso fiktive) BWL-Studierende. Der Datensatz ist in der Datei ,,KapS5daten2.sav* zu
finden, die Sie wieder in dem elektronischen Erganzungsmaterial (Engl.: electronic supplementary

material) zu diesem Dokument finden kénnen.

Wenn wir die Datendatei in SPSS gedffnet haben, kénnen wir unter Analyze >> Compare
Means and Proportions diesmal die Option ,Independent-Samples T Test“ auswédhlen. Im sich
offnenden Fenster fiigen wir die Variable 1Q in das Feld ,,Test Variable(s)* ein und die Variable Gruppe
in das Feld ,,Grouping Variable®“. Bei der Variable Gruppe handelt es sich um eine nominalskalierte
Variable, die uns sagt, welchen Studiengang ein:e spezifische:r Studierende:r gewahlt hat. Dabei ist der
Studiengang Psychologie mit der Zahl 0 und der Studiengang BWL mit der Zahl 1 kodiert (wer sich
schon beim Offnen der Datei einen Uberblick iiber die Variablen und deren Eigenschaften verschafft
hat, ist jetzt klar im Vorteil). Diese Zuweisung der Gruppen-Codes zu den Gruppen, deren Mittelwerte
verglichen werden sollen, miissen wir jetzt noch unter ,,Define Groups...“ vornehmen (wir kénnten
namlich auch zwei Gruppen auf Basis einer Variablen mit 3, 4, oder beliebig vielen Kategorien
vergleichen). Im Menii ,,Define Groups* spezifizieren wir daher ,,Group 1“ mit dem Wert 0 (fiir die
Psychologiestudierenden) und ,,Group 2 mit dem Wert 1 (fiir die BWL-Studierenden), siehe Abbildung
5.8. Danach klicken wir auf ,,Continue* und fordern unter ,,Options* zur Abwechslung noch breitere
99%-Konfidenzintervalle fir eine ndherungsweise Kompatibilitdt mit einem strengen Signifikanzniveau
von a =.005 (flr eine gerichtete Hypothese) an. Alle tbrigen Voreinstellungen lassen wir wie sie sind
und fugen alles in die Syntax ein und fuhren die neuen Kommandozeilen aus. Die daraufhin erzeugte

Ausgabe ist in Abbildung 5.9 dargestelit.
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- Test Variable(s):
Gl s1e
Y
1 ified val
Grouping Variable: © _?; SPE:I_ E: =
Gruppe(0 1) e __
Define Groups... sz |t
O Cut point:

Estimate effect sizes

Help | Continue | Cancel

| Help |

| Paste

Reset |Cance|

Abbildung 5.8. Spezifikation des t-Tests fir unabhéngige Stichproben.

In der Tabelle ,,Group Statistics* finden wir dieses Mal unsere deskriptiven Statistiken. Wir
sehen, dass in der Gruppe der Psychologiestudierenden der 1Q von 27 Studierenden gemessen wurde
und im Mittel 108.89 betrdgt (mit einer Standardabweichung von 10.26). Der mittlere 1Q in der Gruppe
der BWL-Studierenden, die nur aus 19 Studierenden bestand, betragt hingegen nur 99.95 (mit einer sehr

ahnlichen Standardabweichung von 10.94).

In der Tabelle ,Independent Samples Test“ finden wir die Ergebnisse der Punkt- und
Intervallschatzung flir unsere Mittelwertdifferenz sowie unseres Hypothesentests fiir die Nullhypothese
Hy: uqy — uy, = 0. Auffallig ist dabei, dass wir in dieser Tabelle zwei Zeilen haben, in denen wir jeweils
t-Werte, Freiheitsgrade, p-Werte etc. vorfinden. Dies liegt daran, dass eine oben bereits erwahnte
Voraussetzung fir die Berechnung der Konfidenzintervalle bzw. des Hypothesentests die Gleichheit der
Populationsvarianzen war. In der Tat handelt es sich bei dem t-Test, fiir den diese Voraussetzung gelten
muss, genauer gesagt um den sog. Student’schen t-Test (Student, 1908). Ist die Voraussetzung der
Varianzgleichheit (oder Homoskedastizitat) nicht erflllt, kann weiterhin mit einer t-Verteilung
gerechnet werden, solange die Freiheitsgrade entsprechend korrigiert werden. Bei dieser Art der
Berechnung handelt es sich dann um den sog. t-Test nach Welch (oder kurz: Welch-Test). SPSS flhrt
im Falle eines t-Tests fir unabhangige Stichproben einfach immer beide Tests durch. Die Ergebnisse
des Student’schen t-Tests befinden sich in der oberen Zeile der Tabelle ,,Independent Samples Test®,

die Ergebnisse des Welch-Tests in der unteren. Ganz vorne in dieser Tabelle finden sich auch noch die
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Ergebnisse eines sog. Levene-Tests. Dabei handelt es sich um einen statistischen Test, der die Gleichheit
der Varianzen in den beiden Gruppen pruft (d.h. die Nullhypothese lautet: die Varianzen sind gleich).
Ist dieser Test signifikant (Ublicherweise mit « = .05), so bedeutet das, dass sich die Varianzen
signifikant unterscheiden. In diesem Fall wére dann jedenfalls die untere Zeile, also die Ergebnisse des
Welch-Tests zu berichten. Ist der Levene-Test nicht signifikant, konnte man argumentieren, dass man
Varianzhomogenitat annehmen kann (zumindest kann man sie nicht mit Irrtumswahrscheinlichkeit a
verwerfen) und daher die Ergebnisse des Student’schen t-Tests berichten. Allerdings ist es so, dass man
durch die Korrektur der Freiheitsgrade in der Praxis kaum je deutlich an Teststérke verliert, sich aber
gleichzeitig bezlglich Fehler 1.Art durch Berlicksichtigung ungleicher Populationsvarianzen absichert.
Daher (neben weiteren Griinden) argumentieren manche Autoren auch dafir, einfach immer die
Ergebnisse des Welch-Tests zu berichten, unabhangig von den Ergebnissen des Levene-Tests (Ruxton,

2006; Zimmerman, 2004).

Hier in unserem Fall ist der Levene-Test nicht signifikant, F = 0.152, p = .698. Wir werden
unten aber dennoch aus den oben genannten Griinden die Ergebnisse des Welch-Tests berichten. Auch
Sie kénnen daher im Rahmen der Ubungen in dieser Tabelle durchwegs die Ergebnisse des Welch-Tests
in der unteren Zeile verwenden. In dieser Zeile finden wir wieder einen t-Wert und die nach Welch
korrigierte Anzahl an Freiheitsgraden in der Spalte ,,df* fiir ,,degrees of freedom®. Die Anzahl der
Freiheitsgrade entspricht keiner ganzen Zahl mehr, das kommt durch die Korrektur nach Welch
zustande. In den néchsten beiden Spalten finden wir p-Werte flr gerichtete und ungerichtete
Hypothesen. In unserem Fall wirden wir diesmal den p-Wert fir gerichtete Hypothesen (,,One-Sided
p*) berichten, da wir untersuchen wollten, ob Psychologiestudierende einen hdheren 1Q als BWL-
Studierende haben, d.h. es lag eine gerichtete Hypothese vor. Danach finden wir die Punktschatzung fiir
die Populationsmittelwertdifferenz, deren geschéatzten Standardfehler und das aus all diesen GréRen

konstruierte 99%-Konfidenzintervall.

In der Tabelle ,,Independent Samples Effect Sizes* finden wir wiederum Punktschédtzungen und
Konfidenzintervalle fir drei verschiedene Effektstérken, von denen uns vorwiegend wiederum Cohens
d interessiert. Fur zusatzliche Erlduterungen zu den anderen beiden Effektstarken siehe z.B. Bihner und
Ziegler (2017).
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T-Test
Group Statistics

Studiengang M Mean Std. Deviation  Std. Error Mean
Intelligenzquotient  Psychologie 27 108.89 10.259 1.974

BWL 18 95.85 10.837 2.508

Independent Samples Test
Levene's Test for Equality of
Variances ttest for Equality of Means
95% Confidznee Interval of the
Significance Wean Std. Error Difference
F Sig t df COne-Sided p Two-Sided p Difference Difference Lower Upper

Intelligenzquotient  Egqual variances assumed 152 698 2.833 44 003 007 8.942 3157 443 17.440

Equal variances not 2.801 37.285 004 oos 8.942 3183 276 17.607

assumed

Independent Samples Effect Sizes
99% Confidence Interval
Standardizer®  Point Estimate Lower Upper

Intelligenzquotient  Cohen's d 10.5642 848 038 1.650

Hedges' correction 10.726 834 .038 1.621

Glass's delta 10.937 818 -.036 1.656

a. The denominator used in estimating the effect sizes.
Cohen's d uses the pooled standard deviation.
Hedges' correction uses the pooled standard deviation, plus a correction factor.
Glass's delta uses the sample standard deviation of the control group

Abbildung 5.9. Ausgabe fir den t-Test fiir unabhangige Stichproben.

Ergebnisbericht fir Schatzung und Testung der Mittelwertsunterschiede fur zwei unabhéngige
Stichproben

Ein Bericht dieser Ergebnisse konnte wie folgt aussehen: ,,Die untersuchte Stichprobe von
Psychologiestudierenden hatte im Mittel einen héheren 1Q (M = 108.89, SD = 10.26, n = 27) als die
untersuchte Stichprobe von BWL-Studierenden (M =99.95, SD = 10.94, n = 19). Ein Welch-Test ergab,
dass der Mittelwertsunterschied von 8.94 mit 99%-KI [0.28, 17.61] signifikant war (mit « = .005,
gerichtet), t(37.30) = 2.80, p = .004, Cohens d = 0.85 mit 99%-KI [0.04, 1.65]. GemalR Cohens
Heuristiken (1988) entspricht die Punktschatzung einem grofRen Effekt. Die APA-Richtlinien fir

Berichte von statistischen Ergebnissen sind selbstverstandlich wiederum einzuhalten.

Teststérke und Stichprobenplanung

Auch fiir einen t-Test fir unabhéngige Stichproben kann eine Stichprobenplanung mittels G*Power fr
eine gewinschte Teststarke bei gegebenem Signifikanzniveau und vermuteter Effektstarke
vorgenommen werden. Unter ,, Test family* ist dafiir wiederum ,,t tests* auszuwédhlen. Unter ,,Statistical
test™ ist diesmal ,,Means: Difference between two independent means (two groups)*‘ auszuwéahlen. Unter
“Type of power analysis” ist wieder “A priori: Compute required sample size — given a, power, and
effect size” auszuwihlen. Bei den “Input Parameters™ ist wieder anzugeben, ob eine gerichtete (“one

tail“) oder eine ungerichtete (,two tails®) statistische Hypothese getestet werden soll. Bei der

147



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Effektstarke ist wiederum die vermutete Effektstarke in Einheiten von Cohens d anzugeben. Das
Signifikanzniveau ist wiederum unter ,,o err prob* und die gewiinschte Teststarke unter ,,Power (1-p err
prob)“ anzugeben. Unter ,Allocation ratio N2/N1° ist schlieflich das Verhdltnis der beiden
Stichprobenumféange zueinander anzugeben, da es ja im Fall unabhéngiger Stichproben — wie wir auch
im vorhergehenden Beispiel gesehen haben — sein kann, dass ungleich viele Messwerte in den beiden

Gruppen erhoben werden.

fte, G*Power 3187 — ®
File Edit Wiew Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

Test family Statistical test

ttests e Means: Difference between two independent means (two groups) w

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size e
Input Parameters Output Parameters

Tail(s) : Naoncentrality parameter & ?

Determine == Effect size d Critical t ?

o err prob 0.003 Df )

Power (1-B err prob) 0.9 Sample size group 1 ¢

Allocation ratio N2 /N1 1 Sample size group 2 )

Total sample size ?

Actual power ?

X-Y plot for a range of values Calculate

Abbildung 5.10. Fur unser Beispiel nétige Eingaben in G*Power.
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fie, G*Power 3.1.9.7 — ot
File Edit View Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

critical t =2.59647

-
PN
4 \
0.3 5 / \
/ \
S \
! \
0.2 7
A
1 \
4 \
/ X
0.1 4 y %
- o N
- - T —
D T T T T f T L3 T T T -I
-2 0 2 4 6
Test family Statistical test
t tests e Means: Difference between two independent means (two groups) o
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size e
Input Parameters Output Parameters
Tailis) One e Moncentrality parameter & 3.8890873

Determine == Effect size d 0.5 Critical t 2.3964692

o err prob 0.005 Df 240

Power (1-B err prob) 0.9 Sample size group 1 121
Allocation ratio N2 /N1 1 Sample size group 2 121
Tatal sample size 242
Actual power 09008344

X-¥ plot for a range of values Calculate

Abbildung 5.11. Nétiger Stichprobenumfang fur unser (wieder einmal fiktives) Replikationsexperiment.

Zur Hlustration der Stichprobenplanung nehmen wir an, dass wir das vorhergehende Beispiel
replizieren wollen. Allerdings haben wir ein bisschen Zweifel an der Effektstarke, die wir vorhin
erhalten haben. Die beiden Gruppen waren ja, was ihre Grolie betrifft, recht tberschaubar und es ist
durchaus denkbar, dass wir zuféllig einige sehr intelligente Leute unter den Psychologiestudierenden
erwischt haben und zuféllig ausgerechnet keine entsprechend intelligenten Leute unter den BWL-
Studierenden. Daher mdchten wir in unserem Replikationsexperiment auch eine kleinere Effektstarke
von Cohens d = 0.5 immer noch verldsslich mit einer Teststarke von 90% detektieren kdnnen. Das
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Signifikanzniveau belassen wir auf den strengen a = 0.5%. Wie in der vorhergehenden Untersuchung
haben wir auch fur die Replikation eine gerichtete Hypothese vorliegen. Der Einfachheit halber méchten
wir allerdings Daten fur gleich viele Psychologiestudierende wie fur BWL-Studierende erheben, d.h. es
soll ny /n, = 1 gelten. Die diesen Vorgaben entsprechenden, fur die Ermittlung des Stichprobenumfang

notigen Einstellungen in G*Power sind in Abbildung 5.10 gezeigt.

Die Ergebnisse der Berechnung sind in Abbildung 5.11 gezeigt. FUr unser

Replikationsexperiment bendtigen wir 242 Personen (d.h. 121 in jeder Gruppe).

Voraussetzungen fiir den t-Test fiir unabhéangige Stichproben
Wie oben bereits teilweise erlautert missen auch fiir den t-Test flr unabhéngige Stichproben einige

Voraussetzungen erfullt sein, damit wir belastbare Ergebnisse erhalten. Diese Voraussetzungen sind:

Die Varianzen beider Populationen, aus welchen die Stichproben gezogen wurden, sind nicht

bekannt und mussen mittels der Stichprobendaten geschatzt werden.

e Es muss sich um unabhangige Zufallsstichproben handeln. D.h. insbesondere, es diirfen keine
systematischen Abhé&ngigkeiten in den Daten vorliegen (z.B. geclusterte Datenstruktur wie etwa
Daten von Schiiler:innen aus gewissen Klassen in einer Gruppe, Daten von Schiler:innen aus
gewissen anderen Klassen in anderer Gruppe).

¢ Die Messwerte sind mindestens intervallskaliert.

e Die Messwerte sind in der jeweiligen Population normalverteilt oder es liegen hinreichend groRe

Stichproben vor.

o (Die Varianzen in beiden Populationen sind gleich.)

Der letzte Punkt wurde eingeklammert, da dieser nur eine VVoraussetzung fir den Student’schen
t-Test darstellt. Der Welch-Test berticksichtigt ungleiche Varianzen und wird in SPSS ohnehin immer
durchgefihrt. Diese Voraussetzung muss also nicht separat geprift werden. Die Unkenntnis bezliglich
der Varianzen in den Stichproben und das Intervallskalenniveau sind durch adéquate Fragestellungen
bzw. Erhebungsinstrumente festgelegt, auch hier ist daher fur uns nichts im Rahmen der Datenanalyse
zu prifen. Die Unabhangigkeit der Zufallsstichproben wird durch das Untersuchungsdesign festgelegt.

Besteht diese Unabhangigkeit nicht, muss auf andere (hierarchische) Verfahren der Datenanalyse
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zuriickgegriffen werden, die allerdings hier nicht behandelt werden (fur eine Einfiihrung in solche

Verfahren siehe z.B. Field, 2024).

Die vierte Voraussetzung, d.h. die Normalverteilung der Messwerte in der jeweiligen
Population, ist allerdings im vorliegenden Fall von uns zu prifen, da im vorliegenden Fall keine
hinreichend grofRen Stichproben vorliegen. Wie man fur diese Voraussetzungsprufung verfahren kann,

schauen wir uns im nachsten Abschnitt an.

Uberpriifung der Normalverteilungsvoraussetzung

Fir die Gultigkeit unserer Argumentation (= t-Verteilung der Teststatistik) war ausschlaggebend, dass,
jedenfalls bei kleinen Stichproben, die Variablen X;; und X,; als identisch und unabh&ngig
normalverteilte Zufallsvariablen modelliert (oder approximiert) werden konnen. D.h. diese
Voraussetzung bezieht sich auf die Populationen, aus denen die jeweiligen Stichproben gezogen werden,
nicht auf die Verteilung der Daten in den konkreten, vorliegenden Stichproben. D.h. auch die
Uberpriifung dieser Voraussetzung kann strenggenommen niemals ein definitives Ergebnis erbringen,
sondern lediglich Indikatoren, die mehr oder weniger fir eine Verletzung der Voraussetzung oder die
Kompatibilitat der vorliegenden Daten mit der VVoraussetzung sprechen. Im Folgenden schauen wir uns

mehrere dieser Indikatoren an.

Dazu wéhlen wir unter Analyze >> Descriptive Statistics die Option ,,Explore...“. Dort fligen
wir die Variable 1Q im Feld ,,Dependent List* und die Variable Gruppe im Feld ,,Factor List“ ein. Unter
,Plots...“ fordern wir ,Normality plots with tests* an und wéhlen ,,Stem-and-Leaf ab (per

Voreinstellung leider eingestellt), siehe Abbildung 5.12.

In der resultierenden Ausgabe finden wir in der Tabelle ,, Tests of Normality* sog. Kolmogorov-
Smirnov- sowie Shapiro-Wilk-Tests, die die Kompatibilitdt mit der Normalverteilungsvoraussetzung
jeweils in beiden Gruppen priifen, siehe Abbildung 5.13. Wie oben schon beim Levene-Test gilt auch
hier: falls diese Tests signifikant sind (ublicherweise mit a« = .05), dann ist dies ein Hinweis auf eine
Verletzung der Voraussetzung. Allerdings weisen die Tests gerade bei geringen Stichprobenumféangen
wie viele statistische Verfahren keine groRe Teststarke auf (siehe z.B. Wilcox, 2022) und sind dadurch

pradestiniert dafiir gerade dann zu ,,versagen®, wenn sie am chesten bendtigt werden (fiir grofle
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Stichproben kommt uns ohnehin das zentrale Grenzwerttheorem ,,zu Hilfe*). Umgekehrt heif3t das aber,
dass wenn einer dieser Tests bei geringen Stichprobenumfangen eine signifikante Abweichung anzeigt,
man wohl gut daran tut, diese Voraussetzung als verletzt zu betrachten. Sind die Tests jedoch nicht
signifikant, wie hier in unserem Fall, gibt es noch weitere Indikatoren, die man inspizieren kann.

t,-'i Explore

Dependent List:

&4 Probandinnen:cod. .. & Intelligenzquotient ___

Statistics
Plots....

Options
Eactor List:

&5 Studiengang [Grup...

Label Cases by:

Boxplots Descriptive

Boaotstrap

13 Explore: Plots X

@ Factor levels together | [ ] Stem-and-leaf
Display )

O Dependents together ] Histogram
® Both O Statistics O Plots

O None

| Paste | | Reset

Cancel Hel ; i
| ance | ep| [+] Marmality plots with tests

Spread vs Level with Levene Test
® MNone
O Power estimation

Q Transformed

O Untransformed

[ I-R | Cancel Help

Abbildung 5.12. Anforderung von Tests auf Vertraglichkeit mit Normalverteilungsvoraussetzung.

Tests of Normality

Kolmogorov-Smirnoy® Shapiro-Wilk
Studiengang  Statistic df Sig. Statistic df Sig.
Intelligenzquaotient  Psychologie 1249 27 2000 846 27 A72
BWL 138 19 2007 833 19 185

* This is a lower hound of the true significance.
a. Lilliefors Significance Correction
Abbildung 5.13. Kolmogorov-Smirnov- und Shapiro-Wilk-Tests zur Prifung der Vertraglichkeit mit

der Normalverteilungsvoraussetzung.

In der Tabelle ,,Descriptives” findet wir Angaben zu Schiefe (Skewness) und Wa&lbung
(Kurtosis) sowie deren Standardfehler jeweils fiir beide Gruppen. In Kapitel 3 haben wir bereits kurz

angedeutet, dass diese KenngroBen auch zur Abschdtzung der Vertraglichkeit mit der
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Normalverteilungsannahme herangezogen werden kdnnen. Dies beruht darauf, dass die analytische
Normalverteilungskurve sowohl eine Schiefe als auch eine Exzess-Wdélbung (= was SPSS als Kurtosis
ausgibt) von Null hat. Werden nun wiederholt einfache Zufallsstichproben einer normalverteilten
Zufallsvariable gezogen, so sind die empirischen Schiefen und Wo6lbungen, die man fir deren
empirische Verteilungen erhalt, nicht exakt gleich Null, aber mit htherer Wahrscheinlichkeit um Null
herum verteilt als weit von Null entfernt. Etwas vereinfacht gesagt, kann man sagen, die meisten
(préaziser: etwa 95%) Werte von Schiefe und Kurtosis bei vielen solcher Zufallsstichproben, die
tatsachlich aus einer Normalverteilung kommen, sollten innerhalb von zwei Standardfehlern um den
Wert Null herum zu liegen kommen. Nur etwa 5% sollten weiter entfernt sein. Das kann nun verwendet
werden, um grob abzuschatzen, ob die Schiefe und Kurtosis, die man im konkret vorliegenden Fall
erhalten hat, einem Fall entspricht, den man nur auBerst selten erhalten wirde, wenn die empirischen
Verteilungen tatsachlich aus Zufallsziehungen einer normalverteilten Zufallsvariable generiert werden
wirden. Dazu betrachtet man einfach die Absolutwerte fur Schiefe und Kurtosis fur die beiden Gruppen
und wenn einer der Werte mehr als zweimal so groR wie sein Standardfehler ist, dann ist das ein weiterer
Indikator gegen die Vertraglichkeit mit der Normalverteilungsvoraussetzung. In unserem Fall ist die
Schiefe (bzw. ihr Betrag oder Absolutwert, d.h. der Wert ohne sein Vorzeichen) in der Stichprobe der
Psychologie-Studierenden 0.19, was deutlich kleiner als der Standardfehler von 0.448 ausfallt. Der Wert
fur Kurtosis von 1.211 ist zwar groRer als sein Standardfehler von 0.872, aber immer noch deutlich
kleiner als das Zweifache dieses Werts. Die Werte fiir Schiefe (0.241) und Kurtosis (0.553) in der
Stichprobe der BWL-Studierenden sind beide kleiner als ihre Standardfehler, deuten also ebenfalls nicht

auf eine Verletzung der Normalverteilungsvoraussetzung hin.

Die beiden letzten Indikatoren (die wir hier zumindest kurz erldutern) sind in den beiden
Grafiken mit der Uberschrift ,,Normal Q-Q Plot of Intelligenzquotient” zu finden. Solange sich die
Punkte nahe um die schwarze Linie herum verteilen, spricht dies fir die Kompatibilitdt mit der
Normalverteilungsvoraussetzung, ansonsten dagegen. Auch hier deutet nichts auf grobe Verletzungen

dieser VVoraussetzung hin.
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In unserem Fall scheint also die Berechnung eines t-Tests fur unabhéngige Stichproben in Form
eines Welch-Tests zur Beantwortung unserer Fragestellung legitim. Was aber, wenn die
Normalverteilungsvoraussetzung tatsachlich (grob) verletzt ist? In diesem Fall empfiehlt es sich auf
Verfahren zurlickzugreifen, die robuster gegentber dieser Voraussetzung bzw. diese Voraussetzung
nicht haben. Fir eine Erlauterung solcher Verfahren wird an dieser Stelle allerdings auf weiterfiihrende

Literatur verwiesen (siehe z.B. Blhner & Ziegler, 2017; Wilcox, 2022; Field, 2024).

Normal Q-Q Plot of Intelligenzquotient

for Gruppe= Psychologie

Expected Normal

80 a0 100 110 120 130

Observed Value

Normal Q-Q Plot of Intelligenzquotient
for Gruppe= BWL

Expected Normal

70 a0 0 100 110 120

Observed Value

Abbildung 5.14. ,Normal Q-Q Plots“ zur Einschatzung der Kompatibilitit mit der

Normalverteilungsvoraussetzung.
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Ubungsaufgaben
Die Datendateien, die Sie fiir manche der folgenden Ubungsaufgaben bendétigen, finden Sie in dem
elektronischen Erganzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument,

das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

Beispiel 5.1

Welche Voraussetzungen mussen fur einen t-Test fiir abhéngige Stichproben erfillt sein?

(a) Die gemessenen Variablen miissen mindestens intervallskaliert sein.

(b) Die Varianzen der gemessenen Variablen mussen bekannt sein.

(c) Die gemessenen Variablen miissen unabhéngig voneinander sein.

(d) In kleinen Stichproben mussen die gemessenen Variablen jeweils normalverteilt sein bzw.

durch normalverteilte Zufallsvariablen approximiert werden konnen.

Beispiel 5.2

Welche Voraussetzungen missen fur einen t-Test fir unabhéngige Stichproben erfillt sein?

(@) Soll ein Student’scher t-Test gerechnet werden, miissen die Varianzen in beiden Populationen
gleich sein.

(b) Soll ein t-Test nach Welch gerechnet werden, mussen die Varianzen in beiden Populationen
gleich sein.

(c) Die gemessene Variable muss in beiden Gruppen normalverteilt sein bzw. durch eine
normalverteilte Zufallsvariable approximiert werden kdnnen, sofern die Stichproben in beiden
Gruppen nicht hinreichend groB sind.

(d) Die gemessene Variable muss mindestens nominalskaliert sein.
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Beispiel 5.3

Welche Aussage(n) trifft(treffen) zu?

(a) Mit dem Levene-Test kann die Normalverteilungsvoraussetzung gepruft werden.

(b) Der Shapiro-Wilk-Test tiberprift Homoskedastizitét.

(c) Eine Normalverteilung hat eine Schiefe von 3.

(d) Ist ein Kolmogorov-Smirnov-Test signifikant, dann ist das ein Hinweis auf eine Verletzung der

Normalverteilungsvoraussetzung.

Beispiel 5.4

In der Datei ,,KapSUE4.sav* finden Sie einen Datensatz fiir 67 (fiktive) psychiatrische Patient:innen,
deren depressive Symptomatik vor und nach einer Behandlung mit Becks Depressionsinventar
untersucht wurde, was fir jede:n Patient:in je einen Messwert zwischen 0 und 63 ergibt. Die Variable
BDI _t1 beinhaltet die BDI-Werte zu Testzeitpunkt 1 und die Variable BDI_t2 die BDI-Werte zu
Testzeitpunkt 2. Es soll mit einem Signifikanzniveau von « = .005 statistisch geprift werden, ob die
BDI-Werte der untersuchten Patient:innen von Zeitpunkt 1 zu Zeitpunkt 2 im Mittel abnehmen. Erstellen

Sie flr Ihre Ergebnisse einen mit den APA-Richtlinien konformen Ergebnisbericht.

Der Datensatz fir dieses Beispiel beruht auf dem Datensatz fir ein entsprechendes Beispiel bei
Buhner und Ziegler (2017, S. 305-307). Aufgrund leicht abgeénderter Messwerte stimmen allerdings

die sich ergebenden Resultate nicht exakt Uberein.

Beispiel 5.5

Uns interessiert, ob die Studierenden im Kurs ,,Anwendung statistischer Verfahren am Computer* den
Aussagen ,,Ich habe Angst vor der nédchsten Statistikpriifung* (Variable mathe_mathe3) und ,,Ich hasse
Statistik* (Variable mathe_mathe2) unterschiedlich stark zustimmen. Sie finden die entsprechenden
Daten in der Datei ,,Kap3daten.sav®. Wéhlen Sie einen passenden statistischen Test, um die

Fragestellung zu erhellen. Berichten Sie lhre Ergebnisse gemal? APA Richtlinien.
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Beispiel 5.6

Ménner sind bekanntlich im Mittel groBer als Frauen. Trifft dies auch auf Studierende im Kurs
»2Anwendung statistischer Verfahren am Computer* zu? Sie finden die entsprechenden Daten in der
Datei ,,Kap3daten.sav. Wahlen Sie einen passenden statistischen Test, um die Fragestellung zu

erhellen. Berichten Sie Ihre Ergebnisse gemaR APA Richtlinien.

Beispiel 5.7

Manner haben bekanntlich groRere FuRe als Frauen. Trifft dies auch auf Studierende im Kurs
,2Anwendung statistischer Verfahren am Computer” zu? Sie finden die entsprechenden Daten in der
Datei ,,Kap3daten.sav*. Wéhlen Sie einen passenden statistischen Test und eine passende Variable, um

die Fragestellung zu erhellen. Berichten Sie lhre Ergebnisse gemal? APA Richtlinien.

Sie kénnen fir diese Ubung davon ausgehen, dass die Voraussetzungen fiir einen t-Test fir

unabhéngige Stichproben erfillt sind.

Beispiel 5.8
Uberpriifen Sie die Voraussetzungen fir einen t-Test fiir unabhingige Stichproben fiir das

vorhergehende Beispiel.

Beispiel 5.9

Ein Medikament werde als praktisch effektiver angesehen, wenn es eine um mindestens Cohens d = 0.2
hohere Wirkung als ein Plazebo hat. Aus Pilotstudien ist bekannt, dass die Varianzen fur Experimental-
und Plazebobedingungen sehr dhnlich sind. Das Verfahren, um die Wirksamkeit des Medikaments zu
messen, liefert eine metrische Variable. Wie grof muss die Stichprobe sein, um bei einer
Irrtumswahrscheinlichkeit von a = 0.005 fiir einen Effekt der Stirke d = 0.2 in 80% der Félle (=
Teststarke) einen signifikanten Unterschied zwischen den Mittelwerten der Experimental- und
Plazebogruppe zu finden? Nehmen Sie zur Beantwortung dieser Frage an, dass es sich bei Experimental-

und Plazebogruppe jeweils um einfache, voneinander unabhéngige Zufallsstichproben handelt.

Beispiel 5.10
Aus einer Pilotstudie ergibt sich eine Wirksamkeit fiir eine Therapie von Cohens d = 0.95. Dabei handelt
es sich um die Verringerung depressiver Symptomatik durch die Therapie bei am Pilotexperiment
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teilnehmenden Personen. Die depressive Symptomatik wurde jeweils vor und nach der Therapie
erhoben. Mit einem Prifexperiment soll dieses vielversprechende Ergebnis nun statistisch abgesichert

werden.

Verwenden Sie G*Power, um die nétige Stichprobengrolie flr eine Teststarke von 80% und

eine Irrtumswahrscheinlichkeit von 0.5% zu ermitteln.

Beispiel 5.11

Ein Forscher mdchte wissen, ob es einen Unterschied im Angstniveau zwischen zwei bestimmten
Personengruppen gibt. Daher rekrutiert er aus beiden betreffenden Populationen (im Folgenden schlicht
als Gruppe 1 und 2 bezeichnet) Personen, die einen entsprechenden Fragebogen ausfillen. Anschliefend

untersucht er die erhobenen Daten mit SPSS und erhalt die in Abbildung 5.15 gezeigte Ausgabe.

Wie wirden Sie diese Ergebnisse (in 2-3 Satzen) fir die Wahl eines Signifikanzniveaus von «

= .05 berichten? Wie grol} ist die Effektstarke gemalk Cohens Heuristik (1988)?

Group Statistics

Gruppe (1 ader 2) M Mean Std. Deviation  Std. Error Mean
Angstniveau (metrische 1 60 5223 1.0588 1367
Variable: Zahlvon 0 his 10 -
hzw. wenig his viel Angst) = a0 5.660 8804 1790
Independent Samples Test
Levene's Test for Equality of
Yariances t-te st
Significance
F Sig. t df One-Sided p Two-Sided p
Angstniveau (metrischa Equal variances assumed .B63 356 -1.889 88 0 062
Wariahle: Zahlvon 0 bis 10 ;
bzw. wenig bis viel Angst) Equal variances not -1.8939 £2.280 029 057
assumed
Independent Samples Effect Sizes
95% Confidence Interval
Standardizer®  Point Estimate Lower Upper
Angstni\reau (metrische Cohen's d 1.0336 -422 -.B64 021
Variable: Zahlvon 0bis 100 o g00 0 oprection 1.0426 419 - B5T 021
hzw. wenig his viel Angst)
Glass's delta 9804 - 445 -.885 011

a. The denominator used in estimating the effect sizes.
Cohen's d uses the pooled standard deviation.
Hedges' correction uses the pooled standard deviation, plus a correction factor.
Glass's delta uses the sample standard deviation of the control aroup.

Abbildung 5.15. Ausgabe fir die Fragestellung aus Beispiel 5.11.
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Beispiel 5.12

Ein Forscher mochte wissen, ob es einen Unterschied im Depressionsniveau zwischen zwei bestimmten
Personengruppen gibt. Daher rekrutiert er aus beiden betreffenden Populationen (im Folgenden schlicht
als Gruppe 1 und 2 bezeichnet) Personen, die einen entsprechenden Fragebogen ausfiillen. AnschlieRend

untersucht er die erhobenen Daten mit SPSS und erhélt die in Abbildung 5.16 gezeigte Ausgabe.

Wie wirden Sie diese Ergebnisse (in 2-3 Satzen) fiir die Wahl eines Signifikanzniveaus von a = .005

berichten? Wie groR ist die Effektstarke gemal Cohens Heuristik (1988)?

Group Statistics

Gruppe (1 oder 2) K Mean Std. Deviation  Std. Error Mean
Depressionsniveau 1 70 4.907 1.0465 1251
(metrische Yariahle: Zahl
von 0 his 10 bzw. wenig his 5 10 5250 7780 14720

viel Depression)

Independent Samples Test

Levene's Test for Equality of

Variances tHest
Significance

F Sig. t df One-Sided p - Two-Sided p
Depressionsniveau Equal variances assumed 4.440 038 -1.612 98 055 10
{metrische Variable: Zahl
von 0 bis 10 bzw. wenig his Equal variances not -4.811 72.968 037 074
viel Depression) assumed

Independent Samples Effect Sizes
95% Confidence Interval
Standardizer®  Paoint Estimate Lower Upper

Depressionsniveau Cohen's d 9748 -.352 -7 080
{metrische Variable: Zahl T
von 0 bis 10 bzw, wenig his Hedges' correction 9823 -.348 - 775 ara
viel Depression) Glass's delta F780 - 441 -.B78 005

a. The denominator used in estimating the effect sizes.
Cohen's d uses the pooled standard deviation.
Hedges' correction uses the pooled standard deviation, plus a correction factor.
Glass's delta uses the sample standard deviation of the control group.

Abbildung 5.16. Ausgabe fir die Fragestellung aus Beispiel 5.12.

Beispiel 5.13

Eine Forscherin mochte wissen, ob die Konzentrationsfahigkeit von Schiler:innen mit ADHS durch
eine bestimmte Intervention erhéht werden kann. Dazu erhebt sie die Konzentrationsfahigkeit von 73
Schiler:innen mit ADHS vor und nach der Intervention. Anschlielend untersucht sie die erhobenen

Daten mit SPSS und erhlt die in Abbildung 5.17 gezeigte Ausgabe.
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Wie wiirden Sie diese Ergebnisse (in 2-3 Satzen) fir die Wahl eines Signifikanzniveaus von «

= .04 berichten? Wie grol ist die Effektstarke geméall Cohens Heuristik (1988)?

Paired Samples Statistics

Mean M 5td, Deviation  Std. Error Mean
Pair1 Kozentrationsfahigkeitvor 49.88 73 14,859 1.738
Intervention (Skala von 0
bis 100)
Kozentrationsfahigkeit 56.30 73 29333 3.433
nach Intervention (Skala
von 0 bis 100)
Paired Samples Test
Paired Differences Significance
95% Confidence Interval of the
Difference
Mean Std. Deviation  Std. Error Mean Lower Upper t df One-Sided p  Two-Sided p
Pair1  Kozentrationsfahigkeitvor -6.425 28.337 anq -13.036 A87 -1.837 72 028 .057
Intervention (Skalavon 0
bis 100) -

Kozentrationsfahigkeit
nach Intervention (Skala

von 0 bis 100)
Paired Samples Effect Sizes
95% Confidence Interval
Standardizer®  Point Estimate Lower Upper

Pair1 Kozentrationsfahigkeitvor  Cohen's d 28.337 -227 -458 006

Intervention (Skala von 0

bis 100) -

Kozentrationsfahigkeit Hedages' correction 28636 -224 - 454 006

nach Intervention (Skala
von 0 bis 100)
a. The denominator used in estimating the effect sizes.

Cohen's d uses the sample standard deviation of the mean difference.
Hedges' correction uses the sample standard deviation of the mean difference, plus a correction factor.

Abbildung 5.17. Ausgabe fiir die Fragestellung aus Beispiel 5.13.

Beispiel 5.14

Ein Forscher mochte untersuchen, ob sich die wiederholte Beschéftigung mit Spielen, bei denen
raumliche Ratsel geldst werden mussen, auf die Fahigkeit der mentalen Rotation auswirkt. Fir eine
entsprechende Studie rekrutiert er daher 93 Schulkinder, die sich noch nie zuvor mit solchen Spielen
befasst haben. Zu einem Zeitpunkt 1 erfasst er deren Fahigkeit zur mentalen Rotation auf einer Skala
von 0 bis 100 mittels eines geeigneten Testverfahrens. Danach sollen sich die Kinder innerhalb von zwei
Wochen insgesamt 4 Stunden mit dem Lodsen rdumlicher Ratselaufgaben befassen. Nach Ablauf der
beiden Wochen, zu Zeitpunkt 2, wird wiederum die F&higkeit zur mentalen Rotation erhoben. Die Daten
zu diesem Experiment sind in der Datei Kap5UE14.sav zu finden. Ermitteln Sie mittels eines geeigneten
statistischen Verfahrens, ob sich die F&higkeit zur mentalen Rotation zwischen den beiden Zeitpunkten

im Mittel unterscheidet und berichten Sie Ihre Resultate gemall APA-Richtlinien.

160



Kapitel 5: Schatzung und Testung von Mittelwertsunterschieden zwischen zwei Gruppen

Beispiel 5.15

Eine Forscherin mdchte untersuchen, ob textuelle Informationen in digitalen Lernspielumgebungen
leichter verarbeitet werden kénnen, wenn diese schriftlich dargestellt oder gesprochen werden. Um diese
Fragestellung zu untersuchen, rekrutiert die Forscherin 172 Versuchspersonen und weist diese
randomisiert entweder der Gruppe ,,Schrift oder der Gruppe ,,Sprache” zu. In der Gruppe ,,Schrift
werden lernspielrelevante Texte am Bildschirm schriftlich dargestellt. In der Gruppe ,,Sprache* werden
dieselben Informationen von einem professionellen Sprecher eingesprochen und dann durch
entsprechende Sprachaufzeichnungen im Lernspiel vermittelt. Einen Tag, nachdem sich die
Versuchspersonen mit dem Lernspiel befasst haben, absolvieren sie einen Test zu den Inhalten des
Lernspiels, bei dem Sie zwischen 0 und 100 Punkte erreichen konnen. Die Testergebnisse und
Gruppenzugehorigkeiten sind in der Datei Kap5UE15.sav zu finden. Ermitteln Sie mittels eines
geeigneten statistischen Verfahrens, ob sich die beiden Gruppen hinsichtlich der Testergebnisse im

Mittel unterscheiden und berichten Sie Ihre Resultate.

Beispiel 5.16

Forscher:innen haben eine Studie in einer groBen Firma durchgefiihrt. Sie untersuchten die Coping-
Fahigkeiten der Angestellten dieser Firma, um herauszufinden, ob sich Personen mit und ohne Burnout
hinsichtlich ihrer Coping-Fahigkeit unterscheiden und wie gestresst sich die Angestellten am
Arbeitsplatz und in ihrem Privatleben fiihlen. Untersuchen Sie anhand der Datendatei ,,KapSUE16.sav*
die folgenden Fragestellungen mittels SPSS und berichten Sie die Ergebnisse Ihrer Berechnungen.
Berichten Sie bei statistischen Ergebnissen immer alle relevanten Kennwerte (Mittelwerte und
Standardabweichungen, Teststatistiken, Freiheitsgrade, p-Werte, Effektstarken). Das Signifikanzniveau

soll fur alle statistischen Tests zu 0.005 gewéhlten werden.

(a) Unterscheiden sich Personen mit und ohne Burnout (Variable: burnout) hinsichtlich ihres
mittleren Stressempfindens am Arbeitsplatz (Variable: stress_arbeit)? Falls ja, bei welchen
Personen ist das Stressempfinden héher?

(b) Unterscheidet sich das mittlere Ausmal? von Stress am Arbeitsplatz (Variable: stress_arbeit)
von dem von Stress im Privatleben (Variable: stress_privat)? Falls ja, welcher Stress fallt

hoher aus?
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Beispiel 5.17

Ein neues Schmerzmedikament soll erprobt werden. Dazu werden unterschiedliche Experimente
durchgefuhrt. In einem Experiment wird das Schmerzmedikament an 200 Personen mit einer
chronischen Schmerzerkrankung ausgegeben. Fur jede Person wird die Schmerzintensitat vor der
Einnahme des Medikaments auf einer kontinuierlichen Skala von 0 bis 10 erfasst. Im Anschluss werden
die Personen gebeten das Medikament eine Woche wie empfohlen einzunehmen. Danach wird
wiederum die Schmerzintensitét erfasst. Die Daten sind in der Datei ,,KapSUE17.sav* gegeben. Wéhlen
Sie ein geeignetes statistisches Verfahren, um die Frage zu erhellen, ob die Einnahme des Medikaments
im Mittel die Schmerzen der Personen lindert. Erstellen Sie anschlieend einen entsprechenden

Ergebnisbericht.

Beispiel 5.18
Sauer macht bekanntlich lustig. Allerdings geht diese Redewendung auf das altdeutsche Wort ,,geliistig"
zuriick und bezieht sich eher auf die geschmacksverstarkende Wirkung von Saure als auf Spal3 und

Gelachter.

Um die Redewendung im Zusammenhang mit dem Geschmack von Speisen zu untersuchen hat
eine Forscherin daher 150 Versuchspersonen rekrutiert. Eine Halfte der Personen bekam ein Glas
Zitronensaft zu trinken, die andere Halfte stattdessen Wasser. Danach wurde allen Personen dasselbe
dreigdngige Men serviert, das schliellich von jeder Person auf einer kontinuierlichen Skala von 0 (=
»schrecklich®) bis 10 (= ,,vorziiglich®) zu bewerten war. Die entsprechenden Daten sind in der Datei

,,Kap5UE18.sav* zu finden.

Wihlen Sie ein geeignetes statistisches Verfahren, um die Frage zu erhellen, ob die Personen,
die den Zitronensaft zu trinken bekamen, das Meni im Mittel besser bewerteten als die Personen, die
stattdessen Wasser zu trinken bekamen. Erstellen Sie anschlielend einen entsprechenden

Ergebnisbericht.
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Beispiel 5.19
Eine Lehrerin mochte wissen, ob sich eine kurze Aktivierungsiibung positiv auf die Lernmotivation im
Mathematikunterricht auswirkt. Dazu erhebt sie die Lernmotivation ihrer Schiler:innen mit einem

Kurzfragebogen wahrend des Mathematikunterrichts jeweils vor und nach der Aktivierungsibung.

Der Kurzfragebogen umfasst drei Items, die jeweils auf einer Skala von 1 (= ,,trifft gar nicht
zu“) bis 4 (,trifft voll und ganz zu*) beantwortet werden. Hohere Werte bedeuten hohere
Lernmotivation. Aus diesen drei Items ist schlieBlich eine Mittelwertskala zu bilden, um die

Lernmotivation zu erfassen.

Die von der Lehrerin erhobenen Daten sind in der Datei ,,KapSUE19.sav* gegeben. Wihlen Sie
ein geeignetes statistisches Verfahren, um die Frage der Lehrerin zu erhellen, ob sich eine kurze
Aktivierungsiibung im Mittel positiv auf die Lernmotivation im Mathematikunterricht auswirkt.

Erstellen Sie anschlielend einen entsprechenden Ergebnisbericht.

Beispiel 5.20
Eine Therapeutin mdchte wissen, ob sich eine kurze Atemdibung positiv auf das allgemeine
Entspannungsniveau von Klient:innen auswirkt. Dazu erhebt sie das allgemeine Entspannungsniveau

von 60 ihrer Klient:innen mit einem Kurzfragebogen jeweils vor und nach der Atemiibung.

Die von der Therapeutin erhobenen Daten sind in der Datei ,,KapSUE20.sav* gegeben. Wihlen
Sie ein geeignetes statistisches Verfahren, um die Frage der Therapeutin zu erhellen, ob sich eine kurze
Atemibung im Mittel positiv auf das allgemeine Entspannungsniveau auswirkt. Erstellen Sie

anschlielend einen entsprechenden Ergebnisbericht.

Beispiel 5.21

Wie viele Personen muss eine Gesamtstichprobe umfassen, damit bei Aufteilung in zwei gleich groRe
Gruppen und einem Signifikanzniveau a = .01 ein Unterschied zwischen beiden Gruppenmittelwerten
(unabhéngige Stichproben) der Starke Cohens d = 0.5 mit einer Teststarke (= power) von 90% detektiert
werden kann? Flgen Sie fir lhre Antwort auch einen Screenshot Ihrer Berechnung des

Stichprobenumfangs mit G*Power ein.
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Beispiel 5.22

Wie viele Personen muss eine Gesamtstichprobe umfassen, damit bei Aufteilung in zwei gleich groRe
Gruppen und einem Signifikanzniveau a = .005 ein Unterschied zwischen beiden Gruppenmittelwerten
(unabhéngige Stichproben) der Starke Cohens d = 0.4 mit einer Teststarke (= power) von 80% detektiert
werden kann? Figen Sie fur lhre Antwort auch einen Screenshot lhrer Berechnung des

Stichprobenumfangs mit G*Power ein.

Beispiel 5.23

Wie viele Personen muss eine Stichprobe umfassen, damit ein Unterschied zwischen zwei abhangigen
Variablen der Starke Cohens d = 0.2 fiir ein Signifikanzniveau a = .005 mit einer Teststarke (= power)
von 80% detektiert werden kann? Fugen Sie fur lhre Antwort auch einen Screenshot lhrer Berechnung

des Stichprobenumfangs mit G*Power ein.

Beispiel 5.24

Tun Sie sich fir diese Ubungsaufgabe mit einem:einer Kolleg:in zusammen. Erstellen Sie jeweils
unabhéngig voneinander jeweils drei Ergebnisberichte fiir drei beliebige aus den folgenden
Ubungsaufgaben: 5.4-5.6, 5.14-5.15, 5.17-5.20. Uberpriifen Sie danach jeweils selbst die Korrektheit
Ihrer Ergebnisberichte mit den am Ende dieses Dokuments bereitgestellten Ldsungen. Fiigen Sie
anschlieend in jeden lhrer Ergebnisbericht 5 Fehler ein, ohne sie Ihrem:lhrer Kolleg:in mitzuteilen
(und es durfen durchaus Fehler sein, die nur schwer zu entdecken sind). Tauschen Sie anschlieRend Ihre
fehlerhaften Ergebnisberichte aus. Versuchen Sie nun jeweils die Fehler zu identifizieren und zu
korrigieren, ohne dabei auf Musterlésungen zuriickzugreifen. Fir die korrekte ldentifikation eines
Fehlers gibt es einen Punkt, fir die korrekte Korrektur eines Fehlers einen weiteren Punkt. D.h. Sie

kdnnen beide jeweils maximal 30 Punkte erreichen. Wer mehr Punkte erreicht gewinnt!

Beispiel 5.25
Reflektieren Sie schriftlich: Welche Voraussetzungen mussen fur einen t-Test fiir abhéngige
Stichproben erfillt sein? Wie konnen Sie die Gultigkeit dieser Voraussetzungen prifen? Welche

Konsequenzen hat es, wenn die Voraussetzungen nicht erfllt sind?
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Kapitel 6
Einfaktorielle Varianzanalyse ohne Messwiederholung

Stefan E. Huber

In den verbleibenden Kapiteln dieses Dokuments werden wir uns mit varianz- und regressions-
analytischen Verfahren befassen. In beiden Féllen wird die methodische Sichtweise auf die
entsprechenden Fragestellungen etwas anders gelagert sein als fur die statistischen Verfahren, die wir
bisher behandelt haben (wobei es grundsatzlich mdglich ist, auch die Vergleiche von zwei
Gruppenmittelwerten sowie eines Mittelwerts unter die allgemeine Gruppe linearer Verfahren zu
subsumieren). Konkret heif3t dies, das fir die verbleibenden Kapitel die folgende (experimentelle — bzw.
guasi-experimentelle wie etwa in dem im néchsten Absatz beschriebenen Beispiel) Perspektive auf die
Problemstellungen eingenommen wird: ein:e Forscher:in variiert eine unabhangige Variable (UV) und
registriert Veranderungen in einer abhangigen Variable (AV). Bei der unabhangigen Variablen kann es
sich um eine diskrete oder eine kontinuierliche Variable handeln. Fur diskrete UVn ist es nach wie vor
haufig Ublich, deren Auswirkungen auf die entsprechende AV mit varianzanalytischen Modellen zu
untersuchen (auch wenn diese einen Spezialfall regressionsanalytischer Modelle darstellen). Da die
varianzanalytischen Modelle aber einen relativ einfachen Einstieg in allgemeinere statistische Modelle
erlauben, wird dieser Spezialfall hier zuerst behandelt. In den Kapiteln 9-12 werden wir uns schlieflich
mit dem allgemeineren regressionsanalytischen Zugang befassen und am Ende (genauer: in Kapitel 12)

auf regressionsanalytische Modelle mit diskreten UVn (auch Pradiktoren genannt) zuriickkommen.

Als Beispiel fur dieses Kapitel werden wir die folgende Fragestellung betrachten: eine
Forscherin erhebt das Merkmal Depression mit einem entsprechenden Fragebogen. Der Wert, die eine
Person in diesem Fragebogen fir das allgemeine Depressionsniveau erzielt, ist die Auspragung der AV
fiir diese Person. Die Forscherin erhebt das Depressionsniveau fir drei unterschiedliche Gruppen: junge
Erwachsene, Erwachsene mittleren Alters sowie altere Erwachsene. D.h. die Forscherin zieht einfache
Zufallsstichproben aus diesen mit entsprechenden Altersgrenzen begrenzten Populationen. Die
jeweilige Altersgruppe entspricht also der UV, die die Forscherin dadurch systematisch variiert, indem

sie systematisch aus diesen Zielgruppen einfache Zufallsstichproben zieht (sie variiert also nicht das
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Alter systematisch, was schwer mdoglich ware, sondern die Wahl der Altersgruppe). Ob das
Depressionsniveau von der jeweiligen Altersgruppe abhangt, soll mithilfe der Gruppenmittelwerte
beantwortet werden. Sind die Gruppenmittelwerte fiir das Depressionsniveau unterschiedlich, dann wird
geschlossen, dass das Depressionsniveau von der Altersgruppe abhangt (d.h. nicht, dass ein
Kausalzusammenhang zwischen den beiden GroéRen besteht, sondern nur, dass das typische
Depressionsniveau eines &lteren Erwachsenen typischerweise ein anderes ist als das eines jungen

Erwachsenen).

Alle anderen moéglichen Merkmale, die eine Rolle flir das Depressionsniveau spielen kénnten,
werden erstmal ausgeklammert. Das heift, es wird lediglich eine UV untersucht. Die UVn in
varianzanalytischen Modellen werden auch als Faktoren bezeichnet. D.h., es handelt sich hier um eine
einfaktorielle Varianzanalyse, da es genau einen Faktor gibt. Da drei Altersgruppen untersucht werden,
handelt es sich um einen Faktor mit drei Stufen. D.h., im vorliegenden Fall kann man auch von einer
einfaktoriellen dreistufigen Varianzanalyse sprechen. Der eine Faktor ist die Altersgruppe. Dessen

Stufen sind: junge Erwachsene (Stufe 1), mittelalte Erwachsene (Stufe 2), ltere Erwachsene (Stufe 3).

Zum besseren Verstandnis betrachten wir kurz noch einen zweiten Fall. Angenommen ein
anderer Forscher wirde die Auswirkung der Altersgruppe sowie vorliegender psychiatrischer
Vorerkrankungen auf das Depressionsniveau untersuchen. Fir die Altersgruppe wiirde er wieder
dieselben Gruppen wie oben betrachten. Fur das Vorliegen psychiatrischer Vorerkrankungen wiirde er
zwischen ,,Person hat psychiatrische Vorerkrankungen und ,,Person hat keine psychiatrischen
Vorerkrankungen* unterscheiden. Die AV wadre in diesem Fall wieder das Depressionsniveau.
Allerdings wirden in diesem Fall nun zwei UVn bzw. Faktoren vorliegen, die Altersgruppe und das
Vorliegen psychiatrischer Vorerkrankungen. Die Altersgruppe hatte wiederum drei Stufen. Das
Vorliegen psychiatrischer Vorerkrankungen hdtte zwei Stufen. In diesem Fall wirde also eine
zweifaktorielle Varianzanalyse mit einem 3 x 2 Design vorliegen. Die Angabe ,,3 x 2 Design‘ bedeutet
also, dass ein 3-stufiger und ein 2-stufiger Faktor vorliegt, insgesamt hat man es also mit 6 Populationen

zu tun. Mit solchen mehrfaktoriellen Varianzanalysen werden wir uns im néchsten Kapitel befassen.
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Schliellich gibt es noch Varianzanalysen mit Messwiederholung. Bei diesen wird das
interessierende Merkmal beispielsweise zu mehreren Messzeitpunkten erhoben (es kdnnen prinzipiell
aber auch andere als zeitliche Abhangigkeiten zwischen den entsprechenden Variablen bestehen). Das
Kennzeichen von Varianzanalysen mit Messwiederholung ist also (hdufig) das wiederholte Vorliegen
eines interessierenden Merkmals fiir jede Person bzw. jeden Fall. In den vorhergehenden Féallen tauchte
jede Person nur einmal mit einem bestimmten Depressionsniveau auf. In einer Varianzanalyse mit
Messwiederholung wirde in einem entsprechenden Beispiel das Depressionsniveau fr eine Person ofter
(etwa zu Beginn und nach Ende einer Therapie) auftauchen. Mit Varianzanalysen mit

Messwiederholung werden wir uns in Kapitel 8 befassen.

Schliel}lich kann ein Design einer Varianzanalyse balanciert oder unbalanciert sein. In einem
balancierten Design ist der Umfang der Stichproben aus allen betreffenden Populationen gleich groB, in

einem unbalancierten Design liegen unterschiedlich groRe Stichproben vor.

Varianzanalytisches Modell fiir eine einfaktorielle Varianzanalyse ohne Messwiederholung

Im varianzanalytischen Modell fur eine einfaktorielle VVarianzanalyse ohne Messwiederholung werden
die Auspragungen der AV fir die einzelnen Personen in den unterschiedlichen Gruppen als
Realisationen von identisch und unabhangig normalverteilten Zufallsvariablen aufgefasst. Diese
Zufallsvariablen werden Ublicherweise mit Y bezeichnet (anstatt wie fiir die bisherigen statistischen
Verfahren mit X). Die zu diesen Zufallsvariablen gehdrigen Normalverteilungen haben als
Erwartungswert jeweils den einzelnen Gruppenmittelwert der AV, der um einen bestimmten Betrag Au;
vom Gesamtmittelwert u (Uber alle Gruppen) abweicht (das Symbol A wird als ,,delta” ausgesprochen
und zeigt den Unterschied zwischen zwei Werten an, hier zwischen dem Gesamt- und dem jeweiligen

Gruppenmittelwert), und alle dieselbe Varianz o2, d.h. das statistische Modell lautet
Yij ~ N(u + Auj, 02).

In Worten bedeutet dies: Die AV der i-ten Person in Gruppe j entspricht einer Zufallsvariable, die einer
Normalverteilung mit Erwartungswert u + Au; und Varianz a2 folgt. Da dies fir alle Gruppen und alle

Personen gleichermafen gilt, haben insbesondere alle Zufallsvariablen dieselbe Varianz, d.h., es liegt

Homoskedastizitat vor. Zudem sind alle Zufallsvariablen normalverteilt. Noch dazu macht es nur Sinn
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mindestens intervallskalierte Variablen durch solche Zufallsvariablen zu modellieren. SchlieRlich gilt
dies fur alle Gruppen und Personen unabhdngig voneinander (sonst misste die Abhéngigkeit ja
irgendwie im statistischen Modell ausgewiesen werden). Zusammengenommen bedeutet das, dass alle
auf diesem Modell basierenden Analysen nur dann hinsichtlich der Irrtumswahrscheinlichkeit a
interpretierbare Ergebnisse liefern werden, wenn diese Modellannahmen fir die entsprechende
Fragestellung als glltig angenommen werden kdnnen (oder zumindest in guter N&herung als giltig
angenommen werden kénnen). Darauf werden wir unten im Rahmen der Voraussetzungsprifungen fiir

einfaktorielle Varianzanalysen ohne Messwiederholung noch zuriickkommen.

Fur den Moment nehmen wir einmal an, alle diese VVoraussetzungen seien erfillt. Wie I&sst sich
dann prufen, ob sich die Populationsmittelwerte der einzelnen Gruppen voneinander unterscheiden? Bis
auf eine prinzipiell unhintergehbare statistische Unsicherheit (die wieder durch die Irrtumswahrschein-
lichkeit zum Ausdruck kommen wird), lasst sich diese Frage mit einem sog. Omnibustest flr die
Gleichheit aller Populationsmittelwerte, d.h. Au; =0 fir alle j =1,...,m mit m der Anzahl der
betrachteten Gruppen bzw. Populationen, prifen. Diesen Omnibustest rekapitulieren wir kurz im

nachsten Abschnitt.

Omnibustest fur ein einfaktorielles varianzanalytisches Modell

Vorweg: Bei diesem Omnibustest handelt es sich um die einfaktorielle Varianzanalyse ohne
Messwiederholung. Letzteres ist also der Name fiir das Verfahren, das dem Omnibustest fiir diesen Fall
entspricht. Der englische Ausdruck fiir Varianzanalyse ist ,,analysis of variance®, was meist mit dem
Akronym ANOVA abgekirzt wird. Falls Sie also von einer einfaktoriellen ANOVA lesen, ist auch
damit eine einfaktorielle Varianzanalyse ohne Messwiederholung gemeint (eine Varianzanalyse mit
Messwiederholung wird zusédtzlich mit dem Ausdruck ,repeated measures ANOVA als solche

qualifiziert).

Wie es der Begriff VVarianzanalyse schon zum Ausdruck bringt, beruht dieses Verfahren auf der
Analyse der Varianz. Gemeint ist damit die (unbekannte) Varianz der Zufallsvariablen des oben
beschriebenen varianzanalytischen Modells. Bei Vorliegen eines entsprechenden Datensatzes kann

diese grundséatzlich auf zwei Arten geschatzt werden. Eine der beiden Arten schétzt dabei immer die
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unbekannte Varianz o2. Die andere Art schatzt diese Varianz nur, wenn die Nullhypothese der
Gleichheit der Populationsmittelwerte auch tatsachlich gilt. Sonst Uberschatzt sie die Varianz (liefert
also zu grolie Werte fiir sie). Durch Bildung des Verhéltnisses aus diesen beiden Schatzungen kann dann

abgeschatzt werden, wie plausibel das Zutreffen der Nullhypothese erscheint.

Nehmen wir zur lllustration dieses Vorgehens an, dass wir die Auspragungen einer AV fir
insgesamt m Personengruppen vorliegen haben. Diese Personengruppen koénnen grundsétzlich
unterschiedliche Anzahlen an Personen beinhalten. Diese Anzahlen werden mit nq,n,, .., n,
bezeichnet, wobei n=n; +n, +--+n, =¥7.;n; den Umfang aller Stichproben zusammen

J

bezeichnet.

Die erste Art, g2 zu schatzen, besteht nun darin, die Varianz von Y;; jeweils in den einzelnen
Populationen durch Ermittlung der VVarianz der entsprechenden Schatzwerte y;; fur jede der Stichproben
zu schatzen und diese m Schatzwerte zu einer sog. ,.gepoolten* Schitzung der Varianz von Y;; zu
kombinieren. Den Spezialfall einer gepoolten Varianzschatzung aus zwei Stichproben haben wir bereits
im vorhergehenden Kapitel bei der Ermittlung des Standardfehlers fiir die mittlere Differenz zweier
Populationsmittelwerte kennen gelernt. Fir den allgemeinen Fall von m Gruppen, kann die
Schétzfunktion der gepoolten Varianz als

(0 = DSF + (np = DSF + -+ (i = DSE_ T} (1 = 1)/
n+n,+--+n,; —m Bl n—m

Sz%ool =
mit Schatzwert

(g — Ds? + (ny — )53 + -+ (nyy — Vs Nfa(nj — 1)s7

2
S = =
pool ng+n,+-+n, —m n—m

geschrieben werden, wobei hier

n; _\2
§2 = 22,00 - %)
] (le - 1)

den auf Basis der j-ten Stichprobe geschétzten Wert fir die j-te Populationsvarianz darstellt. Da jedoch

die Zufallsvariable in den m Populationen gemal der oben diskutierten Voraussetzungen jeweils
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dieselbe Varianz aufweisen sollte, sollten sich diese Schatzwerte nur aufgrund der zufélligen Ziehung
von Zufallsvariablen zufallige Schwankungen unterscheiden und die gepoolte Varianz sollte insgesamt

eine Schatzung von a2 erlauben. Theoretisch kann gezeigt werden, dass in der Tat
E(SZ,01) = 02

Die zweite Art, o2 zu schatzen, sofern die Nullhypothese der Gleichheit der
Populationsmittelwerte zutrifft, besteht nun darin die einzelnen Gruppenmittelwerte fur die m
Stichproben zur Schatzung von o2 heranzuziehen. Mathematisch lasst sich zeigen, dass, wenn eine
Zufallsvariable normalverteilt mit Erwartungswert u und Varianz o2 ist, der Mittelwert von n; solcher
Zufallsvariablen wiederum eine normalverteilte Zufallsvariable mit Erwartungswert u und Varianz
az/nj ist. D.h. im vorliegenden Fall handelt es sich bei den Gruppenmittelwerten 171 unter Geltung der
Nullhypothese jeweils um Zufallsvariablen mit Erwartungswert u und Varianz az/nj. Die um u
verschobene Zufallsvariable (17j — w) hat dann Erwartungswert Null und nach wie vor Varianz az/nj.

Multiplikation (Skalierung) mitn; fiihrt also jeweils zurick auf eine Zufallsvariable mit Erwartungswert

Null und Varianz 2. Die jeweilige Schatzung von u durch ¥ = = L1 Y; sowie Division durch die
m

Anzahl der Gruppen minus 1 (= m — 1) fUhrt dann wiederum zu einer erwartungstreuen Schatzfunktion

fir die unbekannte Varianz o2 (siehe Theorie zur erwartungstreuen Schitzung der Varianz einer

normalverteilten Zufallsvariable, z.B. bei Buhner et al., 2025), d.h.

Fam (7~ 7)°

5% = ,
m-—1
.. — 2}112211’1‘]’ laom o & . " . . .
wobei hier Y =m—ln =;Zj=1Yj fir die Schatzfunktion des Gesamtmittelwerts gilt. Unter
j=1"j
Geltung der Nullhypothese gilt wiederum, dass
E(S?) =2

und dass damit

_ _\2
2o 2= —)
m-—1

ebenfalls einem konkreten Schatzwert der unbekannten Populationsvarianz o2 entspricht.
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Setzt man nun diese beiden Schétzwerte ins Verhdltnis, d.h. bildet man den Quotienten

sz/sf,ool, so wirde man unter Geltung der Nullhypothese einen Wert nahe 1 fur dieses Verhaltnis

erwarten. Gilt die Nullhypothese allerdings nicht, so hingt die zweite Art der Schatzung von o?
zusatzlich zu den zufalligen Schwankungen der Zufallsvariablen um ihren Erwartungswert auch noch
vom realen Unterschied zwischen den jeweiligen Gruppenmittelwerten und dem Gesamtmittelwert ab.
Theoretisch kann gezeigt werden, dass fir den allgemeinen Fall Au; # 0

S (B — )

E(S>) =0%+
m-—1

)

d.h. insbesondere, da der zweite Summand > 0 sein muss, dass im Falle, dass die Nullhypothese nicht
gilt, grolere Werte flir das Verhaltnis 52/512;001 erwartet werden kénnen. Je groRRer also dieses Verhéltnis,

desto unplausibler die Nullhypothese.

Insbesondere kann schlielich gezeigt werden, dass unter Geltung der Nullhypothese die

Teststatistik

Sfam (Y - 7)°

F= m—1
;‘n=1(nj B 1)51'2
n—m

einer sog. F-Verteilung mit den Freiheitsgraden v; = m — 1 und v, = n —m folgt. Die Ausdriicke
Zj-"zlnj(Yj—Y)z und Y7,(n; —1)S7 werden in der Theorie auch héufig als ,Quadratsumme
zwischen” und ,,Quadratsumme innerhalb* bezeichnet (Bihner et al., 2025), die Freiheitsgrade als
Zahler- (v;; da im Zéhler des Ausdrucks fir F) und als Nennerfreiheitsgrade (v,; da im Nenner des

Ausdrucks fur F). Aus dem Verhaltnis der beiden Quadratsummen (ohne Division durch den jeweiligen

Freiheitsgrad) lasst sich eine Effektstérke flr die einfaktorielle Varianzanalyse ermitteln (siehe unten).

Die Realisation dieser Teststatistik in der konkreten Datensituation ist dann gegeben durch

(5 - 5)°

f= m—1 .
;'n=1(nj B 1)51'2
n—m
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Fur eine gegebene Datensituation kann dann jeweils die Realisation dieser Teststatistik
berechnet werden sowie der p-Wert dafiir unter Geltung der Nullhypothese eine so groRe oder extremere
Teststatistik zu erhalten (durch Integration der F-Verteilung Uber den Bereich [f, 4+00)). Ergibt sich
daraus ein p-Wert Kkleiner oder gleich dem vorab festgelegten Signifikanzniveau, kann wiederum
geschlossen werden, dass ein solches Ergebnis unter Geltung der Nullhypothese bei wiederholter
Ziehung einfacher Zufallsstichproben so selten waére, dass es unplausibel erscheint, dass die

Nullhypothese gilt und sie daher abgelehnt wird.

Durchfiihrung der einfaktoriellen Varianzanalyse mit SPSS

Zur lllustration der Durchfihrung der einfaktoriellen Varianzanalyse mit SPSS sei wieder auf unser
einleitendes Beispiel mit dem Depressionsniveau fiir die drei verschiedenen Altersgruppen junger
Erwachsener, Erwachsener mittleren Alters und alterer Erwachsener zuriickgegriffen. Ein
entsprechender (wiederum fiktiver) Datensatz ist in der Datei ,,Kap6daten.sav‘ zu finden, die Sie in dem
elektronischen Erganzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument

finden, das Sie unter https://osf.io/9tcx3/ herunterladen konnen.

Um nun eine einfaktorielle Varianzanalyse ohne Messwiederholung an diesem Datensatz zur
Testung der Nullhypothese der Gleichheit aller drei Populationsmittelwerte (d.h. die
Alternativhypothese lautet, dass sich mindestens zwei der drei Populationsmittelwerte unterscheiden)
durchzufuhren, wéhlen wir Analyze >> General Linear Model >> Univariate.... Im sich 6ffnenden
Fenster ziehen wir unsere AV, d.h. die Variable Depressionsniveau, in das Feld ,,Dependent Variable*
und unsere UV, d.h. die Variable Altersgruppe, in das Feld ,,Fixed Factor(s)*, siche Abbildung 6.1.
Unter ,,Options...“ wihlen wir noch ,,Descriptive statistics®, ,,Homogeneity tests“ und ,,Estimate of
effect size* sowie unser Signifikanzniveau aus (hier belassen wir es einfach einmal bei der
Voreinstellung von .05), siehe Abbildung 6.2. Danach fuigen wir alles wieder in eine Syntaxdatei ein,

dokumentieren diese und fiihren die eingefiigten Kommandozeilen aus.
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ﬁ-‘ Univariate >
Dependent Variable:
|£3 D | - & Depressionsniveau
Fixed Factor(s):
&5 Altersgruppe
Random Factor(s): EM Means
-
Covariate(s):
WLS Weight:

| Paste H Reset ||CanceIH Help |

Abbildung 6.1. Auswahl einer einfaktoriellen Varianzanalyse in SPSS.

#2 Univariate: Options x

Display

[+] Descriptive statistics [+] Homogeneity tests

Estimates of effect size [] Spread-vs -level plots

[] Observed power []Residual plots

[] Parameter estimates [] Lack-ofit test

[]Contrast coefficient matrix [] General estimable function(s)
Heteroskedasticity Tests
[ ] Modified Breusch-Pagan test []F test

[ ] Breusch-Pagan test [] White's test

|:| Parameter estimates with robust standard errors
o
O
@)
®
o

Significance level: Confidence intervals are 95.0 %
| Cancel | | Help ‘

Abbildung 6.2. Auswahl der Optionen fur eine einfaktorielle VVarianzanalyse ohne Messwiederholung.

Die Ausgabe besteht aus insgesamt vier Tabellen. Die erste der Tabellen mit Uberschrift
,Between-Subjects Factors™ fiihrt die drei Stufen unseres Faktors mitsamt den entsprechenden Labels
sowie der Anzahl der Personen pro Stufe auf. Hier sehen wir, dass es sich hier um ein balanciertes

Design handelt, da in jeder Stufe bzw. Stichprobe 60 Personen vorliegen. An dieser Stelle sei darauf
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hingewiesen, dass Faktoren, die zwischen unabh&ngigen Gruppen unterscheiden, auch als
Zwischensubjektfaktoren (Engl.: Between-subjects factors) bezeichnet werden, da es sich bei den
Personen in den verschiedenen Gruppen auch immer um verschiedene Personen handelt. Bei
Varianzanalysen mit Messwiederholung werden wir sog. Innersubjektfaktoren (Engl.: Within-subjects
factors) kennenlernen, da dort mehrere Messwerte derselben AV fiir ein und dieselbe Person vorliegen
werden, d.h. die Stufen des Faktors liegen dort jeweils innerhalb (Engl.: within) ein und derselben

Person.

In der Tabelle ,,Descriptive Statistics* finden wir deskriptive Statistiken sowohl getrennt fiir alle
drei Stichproben als auch fir die Gesamtstichprobe. Diese Werte werden wir im Ergebnisbericht
brauchen (siehe unten). Allerdings werden sie dort noch dem APA-Format entsprechend anzupassen

sein (z.B. Runden auf zwei Nachkommastellen).

In der néchsten Tabelle finden wir Ergebnisse fiir Levenes Tests, die sich jeweils darin
unterscheiden bezuglich welchen Referenzwerts die Varianzen in den verschiedenen Stichproben
verglichen werden (Mittelwerte, Mediane, Mediane mit Freiheitsgradanpassung, getrimmte
Mittelwerte). Da uns die Prifung der Varianzgleichheit bezogen auf die einzelnen
Populationsmittelwerte interessiert, schauen wir uns hier die erste Zeile an und sehen, dass der Levenes
Test nicht signifikant ist, p = .405, siehe Abbildung 6.3. Da Varianzhomogenitat (= Gleichheit der
Varianzen oder auch Homoskedastizitat) fir Varianzanalysen eine sehr wichtige Voraussetzung ist,
wahlen wir fiir diese Uberpriifung tiblicherweise das Signifikanzniveau a = .05. D.h. Levenes Test ware
signifikant fur p < .05 (unabhéangig und eventuell verschieden von unserem Signifikanzniveau fiir
unseren eigentlichen Hypothesentest) und wére dem so, wiirden wir anstelle der einfaktoriellen
Varianzanalyse eine Varianzanalyse nach Welch durchfiihren, die ungleiche Populationsvarianzen
berticksichtigen kann (eine Beschreibung der Durchfiihrung einer solchen Varianzanalyse folgt unten).
In diesem Fall ist aber Levenes Test nicht signifikant und wir kénnen uns endlich den eigentlichen

Ergebnissen der Varianzanalyse zuwenden.
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Levene's Test of Equality of Error Variances™?
Levene
Statistic df df2 Sig.
Wert bei Becks Based on Mean 807 2 177
Depressionsinventar (Zahl g, 504 on Median 895 2 177 210
zwischen 0 und 63) - -
Based on Median and with .895 2 176.714 410
adjusted df
Based on trimmed mean .894 2 17 A1

Tests the null hypothesis that the error variance of the dependentvariable is equal across groups
a. Dependentvariable: Wert bei Becks Depressionsinventar (Zahl zwischen 0 und 63)
b. Design: Intercept + Altersgruppe

Abbildung 6.3. Uberprifung der Varianzgleichheit.

Diese finden wir in der Tabelle ,,Tests of Between-Subjects Effects”, die zur Illustration auch
noch einmal in Abbildung 6.4 dargestellt ist. Die relevanten Zeilen bzw. Zellen dieser Ausgabe sind in
Abbildung 6.4 rot markiert. In der Zeile ,,Altersgruppe‘ sehen wir, dass unsere Varianzanalyse mit p =
.005 bei einem Signifikanzniveau von a = .05 signifikant ist (bei @ = .005 wére dem nicht so; dazu
missten wir im SPSS Ausgabe auf die entsprechende Tabelle doppelt links klicken und dann im sich
6ffnenden Fenster noch einmal doppelt auf den p-Wert, um den exakten Wert angezeigt zu bekommen).
Wir sehen auch den Schétzwert flir unsere Teststatistik in der Spalte ,,F* (da es sich unter Geltung der
Nullhypothese um eine F-verteilte Teststatistik handelt) sowie die Z&hlerfreiheitsgrade v; = 2 (= Anzahl
der Gruppen minus 1, siehe oben) und die Nennerfreiheitsgrade v, = 177 (= gesamter Stichprobenum-

fang minus Anzahl der Gruppen, siehe oben). All diese Werte werden wir im Ergebnisbericht brauchen.

Was wir schlieflich auch noch fur den Ergebnisbericht und in spéterer Folge fiir eine
Stichprobenplanung (etwa eines Replikationsexperiments) brauchen werden, ist eine Effektstarke. Diese
finden wir in der letzten Spalte mit der Uberschrift ,,Partial Eta Squared. In dieser lesen wir einen Wert
fiir unsere Effektstirke n? = 0.06 ab. GemaR Theorie entspricht diese Effektstiarke dem Verhéltnis der
Varianz in der AV, die durch die Gruppenzugehérigkeit aufgeklart werden kann (= Quadratsumme
zwischen), zu der Varianz in der AV insgesamt (= totale Quadratsumme; siehe z.B. Buhner et al., 2025).
Diese beiden Varianzen sind durch die Quadratsummen in der Zeile ,,Altersgruppe®, d.h. 2209.544, und
in der Zeile ,,Corrected Total®, d.h. 38340.061, gegeben. Man kann sich leicht {iberzeugen, dass Division

dieser beiden Zahlen die entsprechende Zahl in der letzten Spalte ergibt.

175



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Tests of Between-Subjects Effects
DependentVariable: Wert bei Becks Depressionsinventar (Zahl zwischen 0 und 63)

Type Il Sum of Partial Eta
Source Squares df Mean Square F Sig. Squared
Corrected Model 2209.5442 2 1104.772 5.412 .005 .058
Intercept 171556.939 1 171556.939 840.441 <.001 826
Altersgruppe 2209.544 2 1104.772 5412 .005 .058
Error 36130.517 177 204127
Total 209897.000 180
Corrected Total | 38340.061 § 179

a. R Squared = .058 (Adjusted R Squared = .047)

Abbildung 6.4. Die Ergebnisse unserer ersten einfaktoriellen Varianzanalyse ohne Messwiederholung

mit SPSS.

Der Zusatz ,,partial® in der letzten Spalte (fiir die Effektstérke) geht darauf zuriick, dass im Falle
mehrfaktorieller Varianzanalysen fiir jeden Faktor eine eigene Effektstarke berechnet werden kann,
worauf wir im néchsten Kapitel zu sprechen kommen werden. Im Falle einer einfaktoriellen
Varianzanalyse entspricht das partielle eta-Quadrat aber schlichtweg dem ,,gesamten® eta-Quadrat, d.h.
hier nf, = n2. Fur diese Ausgabe kénnte die sich ergebende Effektstarke wie folgt interpretiert werden:
,Der Schitzwert fiir den Anteil an der Gesamtvarianz des Depressionsniveaus in der Population, der

durch Zugehorigkeit zu einer der drei Altersgruppen erklart werden kann, betriagt 6%.

Auch fir die Effektstarke n? gibt es Heuristiken nach Cohen (1988) dafiir, wie groR diese
Effektstarken einzuschatzen sind. Dementsprechend werden Effektstarken im Bereich 0.01-0.06 als

klein, im Bereich 0.06-0.14 als mittel, und ab 0.14 als grol? bezeichnet.

Ergebnisbericht fur eine einfaktorielle Varianzanalyse ohne Messwiederholung

Ein Ergebnisbericht fiir dieses Beispiel konnte wie folgt aussehen: ,,Deskriptive Statistiken fiir die
Depressionsschwere in den betrachteten drei Altersgruppen sind in Tabelle 6.1 angegeben. Die
Mittelwerte der drei Altersgruppen unterscheiden sich (mit « = .05) signifikant, F(2, 177) =5.41, p =
.005, n2 = .06, d.h. der Schatzwert fir den Anteil an der Gesamtvarianz des Depressionsniveaus in der
Population, der durch Zugehorigkeit zu einer der drei Altersgruppen erklart werden kann, betragt 6%.

GemaR Cohens Heuristik (1988) entsprache dies gerade einem mittleren Effekt fir den auf zwei
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Nachkommastellen gerundeten Schatzwert fiir n2. Bezieht man sich auf den numerisch genaueren Wert

von 0.058 handelt es sich nach der Heuristik gerade noch um einen kleinen Effekt.*

Hier ist zu beachten, dass die fihrende Null bei der Effektstarke gemall APA-Richtlinien
wegzulassen ist, da es sich bei dieser Effektstarke um eine Zahl zwischen Null und Eins handelt. Auch
das APA-Format der Tabelle fir die deskriptiven Statistiken ist zu beachten.

Tabelle 6.1

Deskriptive Statistiken

Altersgruppe M SD n
Junge Erwachsene 26.38 15.37 60
Erwachsene mittleren 31.30 13.58 60
Alters

Altere Erwachsene 34.93 13.86 60

Stichprobenplanung fiir eine einfaktorielle Varianzanalyse ohne Messwiederholung

Auch fir diesen Fall kann wieder eine Stichprobenplanung mit G*Power durchgefiihrt werden. Dafiir
ist unter ,, Test family* die Option ,,F tests* auszuwéhlen, unter ,,Statistical test* die Option ,,ANOVA:
Fixed effects, omnibus, one-way* und unter ,,Type of power analysis* wiederum ,,A priori: Compute
required sample size — given a, power, and effect size*. Unter ,,Input Parameters® sind dann die
gewdlnschten Werte fiir die Effektstarke, das Signifikanzniveau, die Teststarke sowie die Anzahl der
Gruppen einzutragen. Bei der Effektstérke ist dabei zu beachten, dass G*Power hier die Effektstarke in
Form der GroRe f bendtigt (nicht zu verwechseln mit der Realisation der Teststatistik oben), die sich

aus n? wie folgt berechnen lasst:

Diese Berechnung kann allerdings gleich in G*Power durchgefiihrt werden, indem man auf die
Schaltfliche ,,Determine =>* klickt und im sich 6ffnenden Menii den gewiinschten Wert fiir n? unter

,Partial n%* eingibt (da fiir die einfaktorielle Varianzanalyse ohne Messwiederholung n* = n; gilt).
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Angenommen wir wollten ein Replikationsexperiment fur das obige Beispiel durchfiihren und
den Stichprobenumfang fiir & = .005, eine Teststarke von 90% und die Effektstarke n? = .06 ermitteln.
Dann wirden wir in G*Power die in Abbildung 6.5 gezeigten Eingaben tatigen und einen bendtigten

Stichprobenumfang von n = 312, d.h. 104 Personen pro Gruppe, erhalten.

[t G*Power 21.9.7 - b
File Edit View Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

critical F =5.39021

25

Test family Statistical test

F tests e ANOVA: Fixed effects, omnibus, one-way e

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size e
Input Parameters Output Parameters Select procedure
Effect size f 0.2526456 Noncentrality parameter A 19.9148974 Effect size from variance w
o err prob 0.005 Critical F 5.3902133
Power (1-B err prob) 0.9 Numerator df 2 | O Fromvariances
Number of groups 3 Denominator df 309 = -
Total sample size 312 1
Actual power 0.9035388 || @ Direct
Partial n? 0.06

Calculate Effect size f 0.2526456

| [ Calculate and transfer to main window

Close

X-Y plot for a range of values Calculate l'

Abbildung 6.5. Stichprobenplanung fir eine einfaktorielle Varianzanalyse ohne Messwiederholung mit

G*Power.

Paarweise post-hoc Vergleiche

Am oben gegebenen Ergebnisbericht konnen wir einen unangenehmen Aspekt der Durchfiihrung des
Omnibustests fiir Gleichheit aller Populationsmittelwerte erkennen. Zwar konnen wir die
Unterschiedlichkeit der Populationsmittelwerte mit einer Irrtumswahrscheinlichkeit von 5% feststellen,
aber wir kdnnen keine statistische Aussage dartiber machen, welcher Populationsmittelwert sich von

welchem anderen unterscheidet. Deskriptiv kénnen wir zwar aus den Ergebnissen ablesen, dass der
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Stichprobenmittelwert am gréRten fur &ltere Erwachsene ist, am zweitgréften fiir Erwachsene mittleren
Alters, und am kleinsten fiir junge Erwachsene. Aussagen (ber die statistische Signifikanz paarweiser
Populationsmittelwertsunterschiede konnen wir allerdings auf Basis des Omnibustests alleine nicht

treffen. Deshalb ist auch der Omnibustest alleine in der Praxis selten hilfreich (Buhner et al., 2025).

Sollen deshalb im Anschluss an einen Omnibustest noch paarweise Mittelwertvergleiche
gemacht werden, kann dies in SPSS im Rahmen sog. post-hoc Vergleiche angefordert werden. Sofern
tatséchlich im Vorhinein keinerlei Hypothesen dartiber bestanden wie sich die Populationsmittelwerte
unterscheiden konnten, ist jedenfalls im Rahmen solcher post-hoc Vergleiche fir multiple Vergleiche
zu korrigieren, da dies der Testung einer zusammengesetzten Hypothese mit der Verkniipfung ,,oder*
entspricht (d.h., wir wiirden sagen, dass sich die Populationsmittelwerte voneinander unterscheiden,
wenn mindestens einer der paarweisen Vergleiche einen signifikanten Unterschied ergibt). Alternativ
kénnte man allerdings von vornherein an allen drei paarweisen Unterschieden interessiert sein; dann
ware es allerdings unndétig vorab einen Omnibustest durchzufiihren; man konnte stattdessen einfach die
drei paarweisen Vergleiche (allerdings mit der gepoolten Standardabweichung, da dies die Teststarke
erhoht) ohne Korrektur der p-Werte zur Kontrolle der FWER (= family-wise error rate), sondern
stattdessen mit einem geringen a = .005 und einer hohen Teststarke (etwa 80%) arbeiten, um die FDR
(= false discovery rate) zu kontrollieren. Eine Angabe der Teststdrke setzt aber gewisses Vorwissen
voraus; d.h. sofern dieses nicht besteht (etwa aufgrund der Ergebnisse eines Explorationsexperiments),

bleibt nur der Weg uber die post-hoc Vergleiche.

Fur letztere ist im Menii ,,Post Hoc...“ zuerst die Variable Altersgruppe in das Feld ,,Post Hoc
Tests for zu ziehen. In der Mitte links, unter ,,Equal Variances Assumed* konnen eine Vielzahl von
post-hoc Vergleichen mit entsprechenden Korrekturen fiir p-Werte ausgewéhlt werden. Hier wahlen wir
zu Illustrationszwecken gleich die folgenden drei aus: ,,LSD*, ,,Bonferroni“ und ,,Tukey*. Daraufhin

fiigen wir alles wieder in die Syntax ein und fiihren die Kommandozeilen aus.

Zusétzlich zu den bereits bekannten Ergebnissen erhalten wir dadurch auch eine Tabelle mit der
Uberschrift ,,Multiple Comparisons®. In dieser Tabelle finden wir Vergleiche fiir alle moglichen Paare
unserer drei Altersgruppen fiir jede ausgewdéhlte Methode fur die Korrektur der p-Werte. Fir jeden

paarweisen Vergleich ist die Punktschatzung der Mittelwertdifferenz aufgefihrt, sowie deren Standard-
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fehler (basierend auf der gepoolten Varianz aller drei Gruppen, weshalb alle Standardfehler auch den
gleichen Wert fr alle Vergleiche haben), den p-Wert (in der Spalte ,,Sig™), und ein Konfidenzintervall

mit den plausiblen Werten flr den paarweisen Vergleich.

Wir sehen, dass fur alle drei Methoden jeweils der Unterschied zwischen jungen und &lteren
Erwachsenen (mit @ = .05) signifikant ist (p < .05), wéhrend alle anderen Vergleiche nicht signifikant
sind. Wir sehen zudem auch wie sich die einzelnen Korrekturen auf die p-Werte auswirken. Bei der
LSD-Methode (LSD steht fiir Fishers Least-Significant-Difference Test) wird aulRer der Verwendung
der gepoolten Varianz zur Berechnung des Standardfehlers keine Korrektur der p-Werte an sich
vorgenommen. Allerdings kontrolliert die Methode die FWER im Fall von genau drei Gruppen exakt
(Meier, 2006; Marcus et al., 1976), weshalb es sich in diesem Fall um die Methode mit der héchsten
Teststarke handelt. Die Bonferroni-Methode hingegen multipliziert jeden p-Wert mit dem Faktor 3, da
hier drei paarweise Mittelwertvergleiche durchgefiihrt werden (man sieht dies z.B. gut am p-Wert fiir
den Vergleich junger Erwachsener mit Erwachsenen mittleren Alters: fiir die LSD-Methode ergibt sich
p =.061, was genau einem Drittel von p = .183 bei der Bonferroni-Methode entspricht). Diese Korrektur
des p-Werts ist allerdings sehr konservativ, was auf Kosten der Teststarke geht. Dahingehend ist fur jede
Anzahl von Gruppen Tukeys HSD-Test (HSD fir ,,honestly significant difference) der Bonferroni-
Methode vorzuziehen. In Tukeys Methode werden die Abhédngigkeiten der einzelnen paarweisen
Vergleiche untereinander direkt berticksichtigt, was eine exaktere Korrektur der p-Werte und daher
hohere Teststarke ermdglicht (man sieht das daran, dass die p-Werte in der Tabelle fir die HSD-
Methode etwas geringer ausfallen als fur die Bonferroni-Methode), ohne auf die Kontrolle der FWER

Zu verzichten.

Zusammengefasst lasst sich also folgendes festhalten. Sollten genau drei Gruppen vorliegen,
sollte fur post-hoc Vergleiche die LSD-Methode gewahlt werden, da sie bei exakter Kontrolle der
FWER die hochste Teststarke aufweist. Fir mehr als drei Gruppen sollte Tukeys HSD-Methode gewéhlt
werden. Die Bonferroni-Methode sollte im Rahmen der einfaktoriellen Varianzanalyse ohne
Messwiederholung nie gewéhlt werden. In den ndchsten Kapiteln werden wir allerdings auf die
Bonferroni-Methode zuriickgreifen mussen. Die Durchfiihrung von post-hoc Vergleichen ist natirlich

auch fur den Ergebnisbericht zu berticksichtigen, den wir uns im nachsten Abschnitt ansehen.
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Ergebnisbericht fir eine einfaktorielle Varianzanalyse ohne Messwiederholung mit paarweisen post-
hoc Vergleichen
Ein Ergebnisbericht fiir dieses Beispiel unter Einbeziehung der Ergebnisse der post-hoc Vergleiche

kénnte wie folgt aussehen:

,Deskriptive Statistiken fiir die Depressionsschwere in den betrachteten drei Altersgruppen sind
in Tabelle 6.1 angegeben. Die Mittelwerte der drei Altersgruppen unterscheiden sich (mit a = .05)
signifikant, F(2, 177) = 5.41, p =.005, n2 = .06, d.h. der Schatzwert fiir den Anteil an der Gesamtvarianz
des Depressionsniveaus in der Population, der durch Zugehorigkeit zu einer der drei Altersgruppen

erklart werden kann, betragt 6%. GemaR Cohens Heuristik (1988) entspricht dies einem mittleren Effekt.

Paarweise Vergleiche mittels Fishers LSD-Test ergeben einen signifikanten Unterschied
zwischen den Mittelwerten fur junge Erwachsene und altere Erwachsene, p = .001. Die verbleibenden
beiden paarweisen Unterschiede sind nicht statistisch signifikant (p = .061 fiir den Vergleich zwischen
jungen Erwachsenen und Erwachsenen mittleren Alters, p = .165 fiir den Vergleich zwischen alteren

Erwachsenen und Erwachsenen mittleren Alters).«

Voraussetzungen fur eine einfaktorielle Varianzanalyse ohne Messwiederholung
Die Voraussetzungen fiir eine einfaktorielle Varianzanalyse ohne Messwiederholung wurden oben

bereits erldutert und sind hier noch einmal zusammengefasst:

Normalverteilung der AV in den einzelnen Populationen,

Varianzgleichheit (auch als Varianzhomogenitat bzw. Homoskedastizitéat bezeichnet),

Unabhéngigkeit der Beobachtungen bzw. Messungen,

Intervallskalenniveau der AV.

Die Normalverteilungsvoraussetzung kann wie im vorhergehenden Kapitel beschrieben Uberprift
werden. Allerdings erwies sich die Varianzanalyse gegeniber der Verletzung der Normalverteilungs-
voraussetzung in Simulationsstudien als relativ robust. Insbesondere bei balancierten Designs sind
Signifikanzniveau und Teststarke kaum von dieser Voraussetzungsverletzung betroffen (Blhner &

Ziegler, 2017; Buhner et al., 2025).
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Umso wichtiger ist allerdings im Rahmen von Varianzanalysen die Voraussetzung der
Varianzgleichheit, insbesondere da darauf die Beriicksichtigung aller Gruppen fiir die Schéatzung der
Varianz ¢ durch die gepoolte Varianz 55001 beruht. Aus diesem Grund ist die Varianzanalyse noch
empfindlicher auf die Verletzung dieser Voraussetzung als der t-Test im vorhergehenden Kapitel. Die

Voraussetzung der Varianzhomogenitét sollte daher grundsétzlich immer tberprift werden.

Um die Varianzhomogenitat statistisch zu prufen, kann der Levene-Test wie oben beschrieben
verwendet werden. Ist dieser signifikant (mit @ = .05) so kann von einer Verletzung der VVoraussetzung
ausgegangen werden und es sollte statt der einfaktoriellen Varianzanalyse eine Varianzanalyse nach

Welch durchgefiihrt werden (siehe nachster Abschnitt).

Die Unabhéngigkeit der Messungen und das Intervallskalenniveau der AV wird durch das
experimentelle Design festgelegt und kann im Rahmen der Datenanalyse als gegeben vorausgesetzt

werden bzw. an dieser Stelle nicht mehr tberprift werden.

Durchflihrung einer Varianzanalyse nach Welch

Die Durchfiihrung ist wiederum am Beispiel des Depressionsniveaus fiir die untersuchten drei
Altersgruppen erklart. Hier kann zwar von einer Vertraglichkeit mit der Voraussetzung der
Varianzgleichheit ausgegangen werden, aber das Beispiel dient einerseits lediglich zur Illustration des
Vorgehens und andererseits sollte sich so auch zeigen, dass im Falle der Erflllung der Vorrausetzung
keine stark unterschiedlichen Ergebnisse zu erwarten sind. Um eine Varianzanalyse nach Welch in SPSS
durchzufiihren ist unter Analyze >> Compare Means and Proportions >> One-Way ANOVA... erst die
Variable Depressionsniveau in das Feld ,,Dependent List und die Variable Altersgruppe in das Feld
,Factor“ zu verschieben, siehe Abbildung 6.6. Unter ,,Options® ist anschlieBend ,,Welch test®

auszuwahlen.

In der resultierenden Ausgabe, siehe Abbildung 6.7, ist in der Tabelle ,, ANOVA* zuerst wieder
das Ergebnis einer gewohnlichen Varianzanalyse angefiihrt (zumindest die wesentlichen Ergebnisse)
und in der Tabelle ,,ANOVA Effect Sizes“ unterschiedliche Male fur Effektstarken (inkl. der uns
wohlbekannten Effektstarke n? in der ersten Zeile) mit dem netten Zusatz eines 95%-

Konfidenzintervalls fur die Effektstarken.
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In der letzten Tabelle ist schliellich das Ergebnis der Varianzanalyse nach Welch mit dem Wert
der Teststatistik, den beiden Freiheitsgraden und dem p-Wert, angefiihrt. In einem Ergebnisbericht
koénnte man dieses Ergebnis etwa wie folgt berichten: ,,Aufgrund der Verletzung der Voraussetzung der
Varianzgleichheit (getestet mit Levenes Test, p < .05) wurde eine Varianzanalyse nach Welch
durchgefuhrt. Die Varianzanalyse ergab, dass sich die Mittelwerte (mit a = .05) signifikant voneinander

unterscheiden, F(2, 117.68) = 5.10, p = .008.

+H'\ +H'\ One-Way ANOVA: Options *
D;;endent List: Statistics
Depressionsniveau Descriptive
Loescri
[ Fixed and random effects
Options...
[ Homogeneity of variance test
- [] Brown-Farsythe test
[]Means plot
Missing Values
Factor: ® Exclude cases analysis by analysis
+ @b Altersgruppe O Exclude cases listwise

Estimate effect size for overall tests
Confidence Intervals

| Paste Reset || Cancel Help | Level(%): 095

Abbildung 6.6. Auswahl einer Varianzanalyse nach Welch.

A-priori Vergleiche

Ein Omnibus-Test mit anschlieenden post-hoc Vergleichen hat aufgrund der geringeren Teststarke
wegen der nétigen Korrektur der p-Werte hdufig den Nachteil reduzierter Teststirke. Bei vorab
formulierten Hypothesen fur spezifische Mittelwertsunterschiede ist es daher meist von Vorteil
stattdessen sog. a-priori Vergleiche durchzufiihren. Vorteile derselben sind (siehe z.B. Biihner et al.,

2025):

e Typischerweise hohere Teststarke.
o Das Ergebnis der statistischen Testung ist haufig informativer als ein Omnibus-Test.
o Es konnen gerichtete Hypothesen formuliert werden.

e Eine vorhergehende Durchfuhrung eines Omnibus-Tests ist nicht notwendig.
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Zudem ist es fir eine Reihe spezifischer Vergleiche nicht notwendig eine Korrektur der p-Werte
beziiglich der FWER durchzufiihren (Buhner & Ziegler, 2017), allerdings ist eine Kontrolle der FDR
durch ein geringes Signifikanzniveau und ausreichende Teststarke dennoch wiinschenswert. Ent-

sprechende a-priori Vergleiche sind allerdings vor der Datenerhebung zu formulieren.

Aufgrund dieser Vorteile soll die Durchfuhrung von a-priori Vergleichen mit SPSS anhand des

vorliegenden Datensatzes noch fiir die folgenden beiden Fragestellungen illustriert werden:

(a) Uns interessiert, ob das mittlere Depressionsniveau bei jungen Erwachsenen niedriger
als bei Erwachsenen mittleren Alters ist und genauso, ob das mittlere Depressions-
niveau bei Erwachsenen mittleren Alters niedriger ist als bei &lteren Erwachsenen.

(b) Um wie viel ist das mittlere Depressionsniveau bei jungen Erwachsenen niedriger als

der Mittelwert des Depressionsniveaus von Erwachsenen mittleren Alters und &lteren

Erwachsenen.
ANOVA
Wert bei Becks Depressionsinventar (Zahl zwischen 0 und 63)
Sum of
Sguares df Mean Sqguare F Sig.
Between Groups 2209.544 2 1104772 5412 005
Within Groups 36130517 177 204127
Total 38340.061 178
ANOVA Effect Sizes™”
95% Confidence Interval
Paoint Estimate Lower Upper
Wert bei Becks Eta-squared 058 006 129
Depressionsinventar (Zahl — ) B
zwischen 0 und 63) Epsilon-squared _ 047 .004& 1148
Omega-squared Fixed- 047 -.005 118
effect
Omega-squared Random- 024 -.003 063
effect

a. Eta-squared and Epsilon-sguared are estimated based on the fixed-effect model.
b. Megative butless biased estimates are retained, not rounded to zero.

Robust Tests of Equality of Means
Wert bei Becks Depressionsinventar (Zahl zwischen 0 und 63)
Statistic® dft df2 Sig.
Welch 5.099 2 117.680 008
a. Asymptotically F distributed.

Abbildung 6.7. Ausgabe flr die unter Analyze >> Compare Means and Proportions >> One-Way

ANOVA... angeforderte Varianzanalyse inklusive der robusten Variante nach Welch.
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Zu Illustrationszwecken wahlen wir fir beide Fragestellungen ein Signifikanzniveau a = .05.
Zur Beantwortung der ersten Fragestellung wéhlen wir unter Analyze >> Compare Means and
Proportions >> One-Way ANOVA... das Menii ,,Contrasts...“. Dort geben wir im Feld ,,Coefficients*
die Zahl 1 ein und klicken anschlieBend auf,,Add*. Danach geben wir die Zahl -1 ein und klicken wieder
auf ,,Add*“. SchlieBlich geben wir die Zahl 0 ein und klicken wieder auf ,,Add*. Dadurch haben wir den
ersten Kontrast definiert: wir mochten die Differenz der Mittelwerte der ersten Stufe (junge Erwachsene)
und der zweiten Stufe (Erwachsene mittleren Alters) unseres Faktors gegen Null testen, wahrend der
Mittelwert der dritten Stufe unber(cksichtigt bleibt (das bedeuten hier die drei Zahlen in der Reihenfolge
1, -1, 0). Fiir die Eingabe des zweiten Vergleichs klicken wir zundchst auf ,Next“ und geben
anschliefend die Zahl 0, gefolgt von Klicken auf,,Add*, dann die Zahl 1, gefolgt von Klicken auf,, Add*,
und schlieflich die Zahl -1, gefolgt von Klicken auf,,Add*, ein. Hier wollen wir also die Stufe 2 unseres
Faktors (Erwachsene mittleren Alters) mit Stufe 3 (altere Erwachsene) vergleichen. Haben wir beide a-
priori Vergleiche definiert, klicken wir auf ,,Continue” und wéhlen unter ,,Options...“ noch die
Varianzanalyse nach Welch ab, falls sie von vorhin noch ausgewahlt war. Danach fuhren wir die
entsprechenden Kommandozeilen wieder in der Syntax aus, nachdem wir sie dort eingefugt und

dokumentiert haben.

In den drei sich ergebenden Tabellen, siehe Abbildung 6.8, sind in der ersten Tabelle mit der
Uberschrift ,,Contrast Coefficients* noch einmal die von uns definierten Vergleiche angefiihrt. Hier
kdnnen wir also sehen, ob wir Uberhaupt die richtigen Vergleiche fiir unsere Fragestellung durchgeftihrt
haben. In der zweiten Tabelle mit der Uberschrift ,,Contrast Tests“ sind die t-Tests fiir die beiden
paarweisen Vergleiche aufgefliihrt. Diese t-Tests schatzen aber den Standardfehler fir den
Mittelwertsunterschied auf Basis aller drei Gruppen, d.h. sie verfligen im Allgemeinen lber hohere
Teststéarke als t-Tests, die nur die beiden zu vergleichenden Gruppen berticksichtigen wiirden. Zudem
sind fir beide paarweisen Vergleiche sowohl Student’sche als auch Welch t-Tests angegeben.
Allerdings ist nur ein p-Wert fiir ungerichtete Hypothesen angegeben, der aber bei Vorliegen einer
gerichteten Hypothese halbiert werden kann. Im vorliegenden Fall wiirden wir also flir ein « = .05 die
Nullhypothese fiir die erste der beiden Hypothesen in Fragestellung (a) verwerfen (p = .033), aber fir

die zweite beibehalten (p = .075).
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Contrast Coefficients

Altersgruppe (1=18-35 Jahre, 2=36-60 Jahre,
3=alter als 60 Jahre)

junge Erwachsene altere
Contrast Erwachsene mittleren Alters Erwachsene
1 1 -1 0
2 0 1 -1
Contrast Tests
Value of 95% Confidence Interval
Contrast Contrast Std. Error t df Sig. (2-tailed) Lower Upper
Wert bei Becks Assumes equal variances 1 -4.92 2.608 -1.885 177 061 -10.06 .23
ISR i) (i 2 -3.63 2608 -1.393 177 165 -8.78 1.51
zwischen 0 und 63) : : : : : :
Does not assume equal 1 -4.92 2.647 -1.857 116.238 066 -10.16 33
varnances 2 -3.63 2504 1451 117.951 149 -B.59 1.33
Contrast Effect Sizes
95% Confidence Interval
Contrast  Standardizer®  Point Estimate Lower Upper
Wert bei Becks Cohen's d 1 14.287 -.344 -.703 016
Depressionsinventar (Zahl 3 14287 _954 _§13 105
zwischen 0 und 63) : : : :
Hedges' correction 1 14.348 -.343 -.700 016
2 14.348 -.253 -.610 104

a. The denominator used in estimating the effect sizes.
Cohen's d uses the pooled standard deviation for all the groups.
Hedges'uses pooled standard deviation for all the groups, plus a correction factor.

Abbildung 6.8. Ausgabe fiir a-priori Vergleiche fur Fragestellung (a).

Die Definition des Vergleichs im Menii ,,Contrasts...* fiir Fragestellung (b) ist in Abbildung

6.9 gezeigt.

"\.P One-Way ANOVA
tr‘ One-Way ANOVA: Contrasts ; %
[ Botynomia|
Contrast 1 of 1
Previous
Coefficients: I:l

Add 1
Change 05
— -0.5
Remove

Coefficient Total: 0.000

Estimate effect size for contrasts

—][ ® Use pooled standard deviation for all the groups as the standardizer

O Usg pooled standard deviation for those groups involved in the contrast as the standardizer

‘ Cancel H Help ‘

Abbildung 6.9. Vergleich einer Gruppe mit dem Mittelwert aus beiden anderen.
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Die Ausgabe ist in Abbildung 6.10 gezeigt. Wir sehen, dass die plausiblen Werte geméaR des
95%-Kls fur den Mittelwertsunterschied zwischen der Population junger Erwachsener und den beiden

Populationen &lterer Erwachsener und Erwachsener mittleren Alters im Bereich [-11.38, -2.08] liegen.

Contrast Coefficients

Altersgruppe (1=18-35 Jahre, 2=36-60 Jahre,
3=ilter als 60 Jahre)

junge Erwachsene altere
Contrast  Erwachsene mittleren Alters Erwachsene
1 1 =] =]
Contrast Tests
Value of 95% Confidence Interval
Contrast Contrast Std. Error t df Sig. (2-tailed) Lower Upper
Wert bei Becks Assumes equal variances 1 -6.73 2,259 -2.981 177 .003 -11.19 -2.28
Depressionsinventar (Zahl
zwischen 0 und 63) DU?S not assume equal 1 -6.73 2,346 -2.870 106.902 005 -11.38 -2.08
variances

Contrast Effect Sizes

95% Confidence Interval

Contrast Standardizer®  Point Estimate Lower Upper
Wert bei Becks Cohen's d 1 14.287 -471 -.784 -157
Depressionsinventar (Zahl -
zwischen 0 und 63) Hedges'correction 1 14.348 - 469 -.781 -.156

a. The denominator used in estimating the effect sizes.
Cohen's d uses the pooled standard deviation for all the groups.
Hedges'uses pooled standard deviation for all the groups, plus a correction factor.

Abbildung 6.10. Ausgabe fur Fragestellung (b).

Ergebnisbericht flr a-priori Kontraste

Fir Fragestellung (a) aus dem vorhergehenden Abschnitt kdnnte ein Ergebnisbericht so aussehen: ,,Des-
kriptive Statistiken flir das Depressionsniveau in den betrachteten drei Altersgruppen sind in Tabelle 6.1
angegeben. Das Depressionsniveau junger Erwachsener ist (mit a = .05) signifikant niedriger als das
von Erwachsenen mittleren Alters, t(116.24) = 1.86, p =.033, Cohens d = 0.34 mit 95%-KI1 [-0.02, 0.70].
Das Depressionsniveau von Erwachsenen mittleren Alters ist hingegen nicht signifikant niedriger als
das von élteren Erwachsenen, t(117.95) = 1.45, p = .075, Cohens d = 0.25 mit 95%-KI [-0.11, 0.61].

Beide Unterschiede entsprechen gemaR Cohens Heuristik (1988) einem kleinen Effekt.

Fiir Fragestellung (b) konnte ein Ergebnisbericht wie folgt aussehen: ,,Die plausiblen Werte
gemall des 95%-Kls fiir den Betrag, um den das mittlere Depressionsniveau junger Erwachsener
niedriger ist als der Durchschnitt des mittleren Depressionsniveaus in den Altersgruppen der

Erwachsenen mittleren Alters und der &lteren Erwachsenen, liegen zwischen 2.08 und 11.38.*
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Ubungsaufgaben
Die Datendateien, die Sie fiir manche der folgenden Ubungsaufgaben bendtigen, finden Sie in dem
elektronischen Erganzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument,

das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

Beispiel 6.1

Was gehdrt zu den Voraussetzungen der einfaktoriellen Varianzanalyse ohne Messwiederholung?

(a) Die UV muss mindestens intervallskaliert sein.
(b) Die AV muss mindestens intervallskaliert sein.
(c) Die Varianz der AV muss in allen Populationen dieselbe sein.

(d) Die einzelnen Messungen missen abhéngig voneinander sein.

Beispiel 6.2

Was gehdrt zu den Voraussetzungen der einfaktoriellen Varianzanalyse ohne Messwiederholung?

(@) Die AV muss in der Grundgesamtheit normalverteilt sein, kann aber in den einzelnen
Populationen von einer Normalverteilung abweichen.

(b) Die einzelnen Messungen missen unabhangig voneinander sein.

(c) Die Varianz der AV muss sich zwischen den Populationen unterscheiden.

(d) Es muss Homoskedastizitét vorliegen.

Beispiel 6.3

Was gehort zu den Vorteilen von a-priori Vergleichen (gegentiber post-hoc Vergleichen)?

(a) Eine vorhergehende Durchfiihrung eines Omnibus-Tests ist nicht notwendig.
(b) Es konnen ungerichtete Hypothesen formuliert werden.
(c) A-priori Vergleiche kontrollieren die FWER strenger.

(d) Das Ergebnis der statistischen Testung ist haufig informativer als ein Omnibus-Test.
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Beispiel 6.4

Geben Sie flr jede der folgenden Aussagen an, ob sie richtig oder falsch ist.

Nr. | Aussage R/F

1) GemaR Cohens Heuristik (1988) wird ein n? = 0.4 als kleiner Effekt bezeichnet

2) Eine Effektstarke fur die einfaktorielle ANOVA heif3t f und kann aus n? berechnet
werden. Diese Berechnung kann auch in G*Power durchgefihrt werden.

3) Fishers least-significant-difference (LSD) Test hat fur den Fall einer einfaktoriellen
Varianzanalyse ohne Messwiederholung fir drei Gruppen eine héhere Teststarke
als Tukeys honestly-significant-difference (HSD) Test und ist diesem daher

vorzuziehen.

4) Falls die Voraussetzung der Varianzhomogenitat nicht erfillt ist, kann anstelle einer
einfaktoriellen Varianzanalyse ohne Messwiederholung eine Varianzanalyse nach

Welch gerechnet werden.

5) Die Voraussetzung der Normalverteilung der AV ist wichtiger als die
Voraussetzung der Varianzgleichheit fur einfaktorielle Varianzanalysen ohne
Messwiederholung.

6) Bei n? zwischen 0.5 und 0.8 spricht man gemaR Cohens Heuristik (1988) von einem
mittleren Effekt.

Beispiel 6.5

Eine einfaktorielle Varianzanalyse ohne Messwiederholung wird Ublicherweise durchgefiihrt, um die
Frage zu erhellen, ob sich mehrere Gruppenmittelwerte voneinander unterscheiden. D.h. insbesondere,
dass es sich auch nur um zwei Gruppenmittelwerte handeln kann. Wiederholen Sie Ubungsaufgabe 5.6,
verwenden Sie aber dieses Mal eine Varianzanalyse, um zu ermitteln, ob Ménner im Kurs ,,Anwendung
statistischer Verfahren am Computer signifikant groBer sind als Frauen. Verwenden Sie ein
Signifikanzniveau von a = .005 und berichten Sie Ihre Ergebnisse gemalt APA-Richtlinien. Sie finden

die entsprechenden Daten in der Datei ,,Kap3daten.sav®.
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Beispiel 6.6

Eine Forscherin mdchte untersuchen, ob textuelle Informationen in digitalen Lernspielumgebungen
leichter verarbeitet werden kdnnen, wenn diese schriftlich dargestellt oder gesprochen werden. Um diese
Fragestellung zu untersuchen, rekrutiert die Forscherin 172 Versuchspersonen und weist diese
randomisiert entweder der Gruppe ,,Schrift™ oder der Gruppe ,,Sprache” zu. In der Gruppe ,,Schrift*
werden lernspielrelevante Texte am Bildschirm schriftlich dargestellt. In der Gruppe ,,Sprache* werden
dieselben Informationen von einem professionellen Sprecher eingesprochen und dann durch
entsprechende Sprachaufzeichnungen im Lernspiel vermittelt. Einen Tag, nachdem sich die
Versuchspersonen mit dem Lernspiel befasst haben, absolvieren sie einen Test zu den Inhalten des
Lernspiels, bei dem Sie zwischen 0 und 100 Punkte erreichen konnen. Die Testergebnisse und
Gruppenzugehorigkeiten sind in der Datei Kap5UE15.sav zu finden. Ermitteln Sie mittels einer
Varianzanalyse ohne Messwiederholung, ob sich die beiden Gruppen hinsichtlich der Testergebnisse im

Mittel unterscheiden und berichten Sie Ihre Resultate gemaR APA-Richtlinien.

Beispiel 6.7

Verwenden Sie G*Power, um folgende Frage zu beantworten: Fiir wie viele Personen missen bei
gleicher Aufteilung auf drei Gruppen Daten erhoben werden, wenn mit einer Irrtumswahrscheinlichkeit
von 0.5% und einer Teststarke von 80% ein gemaR Cohen (1988) kleiner Effekt von n? = .01 detektiert

werden soll?

Beispiel 6.8

Verwenden Sie die Datendatei ,,Kap3daten.sav* fiir diese Aufgabe, um die folgende Frage zu
beantworten. Gibt es Unterschiede in der Abneigung gegeniber Statistikpriifungen (erfasst durch die
Variable statistikschmerzen) in Abhangigkeit vom bevorzugten Schulfach (Variable hauptfach)? Falls
ja, fuhren Sie geeignete post-hoc Vergleiche durch, um diese Unterschiede genauer zu charakterisieren.
Verwenden Sie ein Signifikanzniveau von « = .05 fir diese Aufgabe und korrigieren Sie p-Werte flr

Ihre post-hoc Vergleiche entsprechend. Berichten Sie Ihre Ergebnisse entsprechend APA-Richtlinien.
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Beispiel 6.9
Verwenden Sie wiederum die Datendatei aus der vorherigen Aufgabe, d.h. ,,Kap3daten.sav*. Priifen Sie

nun aber die folgenden beiden Hypothesen mit angemessen definierten a-priori Vergleichen:

(@) Der Mittelwert fur die Abneigung gegenlber Statistikprifungen (wieder Variable
statistikschmerzen) von Mathematik-affinen  Studierenden (d.h. Studierenden  mit
Lieblingshauptfach Mathematik) ist niedriger als der Mittelwert fur die Abneigung gegenuber
Statistikprufungen von Sprach-affinen Studierenden (d.h. Lieblingshauptfach entweder
Englisch oder Deutsch).

(b) Der Mittelwert fur die Abneigung gegenlber Statistikprifungen (wieder Variable
statistikschmerzen)  von  Deutsch-affinen  Studierenden  (d.h.  Studierenden  mit
Lieblingshauptfach Deutsch) ist niedriger als der Mittelwert fur die Abneigung gegeniber

Statistikprufungen von Englisch-affinen Studierenden (d.h. Lieblingshauptfach Englisch).
Formulieren Sie einen geeigneten Ergebnisbericht gemal APA-Richtlinien.

Beispiel 6.10

Verwenden Sie fiir diese Ubung die Datei ,,Sales.sav*. Der Datensatz enthalt u.a. die Verkaufszahlen
(in tausenden von Alben; Variable Sales), die Haufigkeit, mit der die entsprechende Musik im Radio
gespielt wird (Variable Airplay), sowie die Attraktivitat (Variable Attr_Group) von 200 verschiedenen
Bands. Die Attraktivitét ist dabei in den Kategorien 1 = ,,ugly”, 2 = ,,average” und 3 = ,,beautiful®
gegeben. Bei dem Datensatz handelt es sich um eine adaptierte Version eines (fiktiven) Datensatzes, der
von Andy Field fir sein beriichtigtes Statistiklehrbuch ,,Discovering Statistics Using IBM SPSS
Statistics* (Field, 2024) erstellt wurde. Den Originaldatensatz finden Sie in der Datei ,,Album

Sales.sav, die Sie von der Webseite fiir Fields Buch https://edge.sagepub.com/field5e/student-

resources/datasets herunterladen kénnen

Versuchen Sie mit einem entsprechenden statistischen Verfahren die Frage zu beantworten, ob
Bands unterschiedlicher Attraktivitat unterschiedlich viele Alben verkaufen. Fir den Fall, dass sich ein
signifikanter Unterschied fur die Mittelwerte der drei Kategorien ergibt, prifen Sie alle paarweisen

Vergleiche auf statistische Signifikanz mittels Fishers LSD-Test.
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Fassen Sie Ihre Resultate in einem entsprechenden Ergebnisbericht gemal APA-Richtlinien

Zzusammen.

Beispiel 6.11
Wiederholen Sie die vorhergehende Ubung 6.10, aber verwenden Sie dieses Mal sowohl den
Bonferroni-Test sowie Tukeys HSD-Test im Rahmen der post-hoc Vergleiche. Vergleichen Sie die

Resultate und erldutern Sie Unterschiede zu Fishers LSD-Test im vorhergehenden Beispiel.

Beispiel 6.12
Fir die unten angegebene Fragestellung hat ein Freund, der Sie um Hilfe bei einer Statistikaufgabe bittet,
bereits eine entsprechende Analyse in SPSS durchgefiihrt und einen Ergebnisbericht erstellt. lhre

Aufgabe besteht darin, die erhaltenen Ergebnisse zu tberprifen und gegebenenfalls zu korrigieren.

Fragestellung: In einer Studie wurde Uberprift, wie gut bestimmte Therapieformen bzw.
Kontrollbedingungen zur Behandlung von bestimmten Essstérungen geeignet sind. Dazu wurde die tber
den Zeitraum der Therapie erzielte Gewichtszunahme (in kg) fiir 4 Therapieformen bzw.
Kontrollbedingungen verglichen: Kognitive Verhaltenstherapie (KVT = Code 1), l6sungsfokussierte
Kurzzeittherapie (LKT = Code 2), sowie als Kontrollbedingungen ein sogenanntes treatment as usual
(TAU = Code 3) und keine Behandlung (KB = Code 4). Die konkreten Fragestellungen lauteten:
1) Fuhren die beiden Therapieformen zu einer groBeren Gewichtszunahme als die beiden
Kontrollbedingungen?
2) Gibt es jeweils innerhalb der Therapieformen und innerhalb der Kontrollbedingungen
Unterschiede in der erzielten Gewichtszunahme?
Um diese Fragestellung zu untersuchen hat lhr Freund eine einfaktorielle Varianzanalyse fir
unabhangige Stichproben durchgefiihrt, geeignete a-priori Vergleiche definiert und inferenzstatistisch
untersucht. Als Signifikanzniveau wurde a = .05 fir jeden der Vergleiche gewahlt. Im Anschluss

erstellte er den unten folgenden Ergebnisbericht.

Dieser Ergebnisbericht ist leider teilweise fehlerhaft. Markieren und korrigieren Sie die Fehler.

Die Daten zur Aufgabe befinden sich in der Datei ,,Kap6UE12.sav*.

192



Kapitel 6: Einfaktorielle VVarianzanalyse ohne Messwiederholung

Ergebnisbericht: Die Stichprobe umfasste insgesamt 200 Personen. Der erste Kontrast verglich die
beiden Therapien mit den beiden Kontrollbedingungen. Es zeigte sich, dass die beiden Therapien zu
weniger Gewichtszunahme fuhrten als die beiden Kontrollbedingungen (t(928.74) = 7.13, p < .001, d
= 1.01; d.h. gemdR Cohen (1988) ein groRer Effekt). Zwischen den beiden Therapieformen gab es
keinen signifikanten Unterschied zwischen den mittleren Gewichtszunahmen fiir die KVT-Gruppe (M
=5.90, SD = 2.66) und die LKT-Gruppe (M = 4.52, SD = 3.05; t(96.19) = 2.40, p = .018, d = 0.47; d.h.
gemall Cohen (1988) ein groRer Effekt). Auch innerhalb der Kontrollbedingungen fand sich ein
signifikanter Unterschied zwischen den mittleren Gewichtszunahmen der TAU-Gruppe (M = 3.20, SD
=2.73) und der KB-Gruppe (M = 1.37, SD = 3.15; t(96.06) = 3.12, p =.020, d = 0.63; d.h., ein mittlerer

Effekt gemalk Cohen(1988)).

Beispiel 6.13

Eine Forschungsgruppe untersucht die Wirksamkeit unterschiedlicher psychotherapeutischer Ansétze
und vergleicht dafiir Psychoanalyse, Verhaltenstherapie und eine Kontrollbedingung (tau = treatment as
usual) bei einer bestimmten Form von Zwangsstdrungen. Dazu werden 120 geeignete Versuchspersonen
rekrutiert, die dann zuféallig auf die drei Therapien aufgeteilt werden. Ein halbes Jahr nach
Therapiebeginn wird bei jeder Person die Minderung der Zwangssymptomatik mit einem geeigneten

psychometrischen Instrument auf einer Skala von -50 bis +50 erhoben.

Verwenden Sie die in der Datei ,,Kap6UE13.sav* gegebenen Daten, um mit einem geeigneten
statistischen Verfahren die folgenden beiden Hypothesen zu priifen: (a) Die beiden therapeutischen
Ansdtze wirken im Mittel besser (d.h. reduzieren die Symptomatik starker) als die Kontrollbedingung;
(b) die Verhaltenstherapie wirkt im Mittel besser als die Psychoanalyse. Verfassen Sie anschlielend

einen entsprechenden Ergebnisbericht.
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Beispiel 6.14

Eine Forschungsgruppe fragt sich, ob die Statistikangst von Studienanfanger:innen davon abhéngt,
welchen Schultyp diese besucht haben. Daher erhebt die Forschungsgruppe mit einem geeigneten
psychometrischen Verfahren die Statistikangst von 225 Studienanféanger:innen und erhebt auch deren
Schultyp. Die Schultypen werden in drei Kategorien eingeteilt: Schwerpunkt: Sprachen; Schwerpunkt:

Naturwissenschaft und Technik; Schwerpunkt: Kunst & Design.

Verwenden Sie die in der Datei ,,Kap6UE14.sav gegebenen Daten, um mit einem geeigneten
statistischen Verfahren die folgende Hypothese zu priifen: Die mittlere Statistikangst von
Absolvent:innen von Schulen mit Schwerpunkt Naturwissenschaft und Technik ist niedriger als die
mittlere Statistikangst von Absolvent:innen der beiden anderen Schultypen. Verfassen Sie anschlie3end

einen entsprechenden Ergebnisbericht.

Beispiel 6.15

Eine Forschungsgruppe fragt sich, ob die Statistikangst von Studienanfanger:innen davon abhdngt,
welchen Schultyp diese besucht haben. Daher erhebt die Forschungsgruppe mit einem geeigneten
psychometrischen Verfahren die Statistikangst von 300 Studienanfanger:innen und erhebt auch deren
Schultyp. Die Schultypen werden in vier Kategorien eingeteilt: Schwerpunkt: Sprachen; Schwerpunkt:

Naturwissenschaft und Technik; Schwerpunkt: Kunst & Design; Schwerpunkt: Sport.

Verwenden Sie die in der Datei ,,Kap6UE15.sav gegebenen Daten, um mit einem geeigneten
statistischen Verfahren die folgenden Hypothesen zu prifen: (i) Die mittlere Statistikangst von
Absolvent:innen von Schulen mit Schwerpunkt Naturwissenschaft und Technik ist niedriger als die
mittlere Statistikangst von Absolvent:innen der Schultypen mit den Schwerpunkten Sprachen und Kunst
& Design; (ii) die mittlere Statistikangst von Absolvent:innen von Schulen mit Schwerpunkt Sport
unterscheidet sich von der mittleren Statistikangst von Absolvent:innen der Schultypen mit
Schwerpunkten Sprachen und Kunst & Design. Verfassen Sie anschliefend einen entsprechenden

Ergebnisbericht.
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Kapitel 7
Zweifaktorielle Varianzanalyse ohne Messwiederholung

Stefan E. Huber

Als ob es nicht schon kompliziert genug ware, sich mit der einfaktoriellen Varianzanalyse ohne
Messwiederholung zu befassen, werden wir uns in diesem Kapitel nun auch noch mit der
zweifaktoriellen Varianzanalyse ohne Messwiederholung beschaftigen. Allerdings haben wir dafr, was
den konzeptuellen Hintergrund betrifft, im letzten Kapitel das Grobste schon gut vorbereitet. Daher
werden wir in diesem Kapitel die Darstellung der Grundkonzepte darauf beschréanken, noch einmal zu
rekapitulieren wie das VVorgehen der einfaktoriellen Varianzanalyse auf mehrere Faktoren, insbesondere
zwei, erweitert werden kann. Fur den Hauptteil des Kapitels werden wir anschlielend den Schwerpunkt

auf Durchflihrungsaspekte in SPSS legen.

Zweifaktorielles varianzanalytisches Modell

Das zweifaktorielle varianzanalytische Modell ist durch die folgende Gleichung gegeben:
Yijk ~ N(,u + Auj + Ay + Aujk,az),

miti=1,..,n,j=1,..,mund k = 1,...,q, wobei n wieder dem Umfang der gesamten Stichprobe
entspricht, m der Anzahl der Stufen bzw. untersuchten Populationen des ersten Faktors, und g der
Anzahl der Stufen des zweiten Faktors. Hat z.B. der erste Faktor zwei Stufen und der zweite Faktor drei
Stufen, so wiirden insgesamt 2x3 = 6 Populationen untersucht werden. Zur Erinnerung (vorhergehendes
Kapitel): Man wirde in diesem Fall also von einer zweifaktoriellen Varianzanalyse ohne

Messwiederholung mit einem 2 x 3 Design sprechen.

Aus der obigen Modellspezifikation geht ferner hervor, dass wiederum angenommen wird, dass
die AV in jeder untersuchten Population durch eine identisch und unabh&ngig normalverteilte
Zufallsvariable approximiert werden kann, mit eventuell je nach Stufe der beiden Faktoren
unterschiedlichem Populationsmittelwert, aber jeweils derselben Varianz 2. D.h. insbesondere, dass
die Messwerte in den jeweiligen Gruppen ausschlieflich durch Populationsmittelwert und Varianz

bestimmt sind, woraus die Bedingung folgt, dass zwischen den einzelnen Gruppen bzw. Populationen
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keine Abhéngigkeiten bestehen. Wenn also z.B. Messwerte fiir ein und dieselbe Person in mehreren der
Populationen vorhanden wéren, wirde das diese Modellvoraussetzung verletzen. Dasselbe wére der
Fall, wenn z.B. in einer Gruppe die Messwerte jeweils aller Brider und in einer anderen Gruppe die
Messwerte jeweils aller Schwestern von Geschwisterpaaren vorliegen wirden. Ein weiterer Fall, in dem
das Modell nicht giiltig wére, wére gegeben, wenn die Gruppen Messwerte zu ein und derselben Person
zu verschiedenen Zeitpunkten enthalten wirden. In all diesen Féllen wiirden abhdngige (oder
,verbundene®) Stichproben vorliegen und wir miissten mit einem varianzanalytischen Modell mit

Messwiederholung arbeiten (siehe néchstes Kapitel).

Die Voraussetzungen fiir das zweifaktorielle varianzanalytische Modell sind demgemaR alle
durch das oben angegebene Modell spezifiziert. Im Einzelnen werden sie im néchsten Abschnitt noch

einmal zusammengefasst und es wird kurz wiederholt wie sie jeweils in SPSS tberpriift werden kdnnen.

Voraussetzungen fir das zweifaktorielle varianzanalytische Modell

Die Voraussetzungen fur das zweifaktorielle varianzanalytische Modell lauten wie folgt:

e Intervallskalenniveau der AV.

¢ Unabhéngigkeit der Messungen bzw. Beobachtungen, d.h. insbesondere keine Abhangigkeiten
zwischen den Gruppen.

¢ Normalverteilung der AV in jeder Gruppe.

o Gleichheit der Varianzen der AV in allen Gruppen (auch bekannt als VVarianzhomogenitét oder

Homoskedastizitat).

Die ersten beiden dieser Voraussetzungen sind wiederum durch das experimentelle bzw.
messtheoretische Design festgelegte und kdnnen im Rahmen der Datenanalyse nicht mehr berprift
werden. Die Normalverteilung in den unterschiedlichen Gruppen kann prinzipiell in SPSS uber Analyze
>> Descriptive Statistics >> Explore... Uberprift werden, siehe Kapitel 5. Dafur ist es allerdings nétig,
die Uberpriifung fir jede mégliche Kombination der Stufen beider Faktoren durchzufiihren, was durch
Aufteilung der Datendatei Data >> Split File... und dortiger Eingabe beider Faktorvariablen realisiert

werden kann. Eine Anleitung dafr ist auch unter https://statistics.laerd.com/spss-tutorials/testing-for-

normality-using-spss-statistics-2.php zu finden. Wie schon bei der einfaktoriellen Varianzanalyse
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erwéhnt, ist die Varianzanalyse aber gegentiber der Verletzung der Normalverteilungsvoraussetzung
relativ robust (zumindest, wenn nicht gleichzeitig Heteroskedastizitét vorliegt). Kritischer ist hingegen
die Prufung auf Varianzgleichheit, welche wiederum im Rahmen der Durchfiihrung der Varianzanalyse
in SPSS angefordert werden kann (siehe unten). Sollte diese Voraussetzung verletzt sein, empfiehlt sich
jedenfalls die Verwendung eines robusteren Verfahrens zur Hypothesenprifung (siehe z.B. Mair &

Wilcox, 2020). Darauf wird allerdings in diesen Ubungen nicht weiter eingegangen.

Omnibustests im zweifaktoriellen varianzanalytischen Modell

Zur statistischen Testung von Unterschieden zwischen Populationsmittelwerten lassen sich fiir das
zweifaktorielle varianzanalytische Modell drei verschiedene Omnibustests durchfiihren. Prinzipiell wird
in jedem dieser Omnibustests wieder das Verhaltnis zweier Varianzen gebildet, die unter Geltung der
jeweiligen Nullhypothese wiederum beide Schatzungen der unbekannten Varianz o2 darstellen. D.h.
unter Geltung der Nullhypothese ergibt sich ein Verhaltnis der beiden Varianzschatzungen nahe 1.
Insbesondere ist dieses Verhaltnis unter Geltung der Nullhypothese wieder F-verteilt (wobei sich die
beiden Freiheitsgrade wieder aus der Stichprobengrdfle und den Anzahlen der untersuchten Gruppen
bzw. Faktorstufen ergeben), woraus wiederum folgt, dass es nur selten den Wert 1 sehr weit ibersteigt
(und nach unten mit Null begrenzt ist). Ergibt sich also ein Testwert, der sehr weit (nach oben) vom
unter der Nullhypothese erwarteten Wert von 1 abweicht, kann die Nullhypothese aufgrund der ublichen
Argumentation als unplausibel abgelehnt werden. Als Entscheidungskriterium kann dafiir auch wieder
ein p-Wert berechnet und mit einem vorab gewéhlten Signifikanzniveau verglichen werden. All das
erledigt netterweise SPSS fiir uns und, was die Durchfiihrung anbelangt, missen wir lediglich wissen,
wie wir eine entsprechende Analyse ausfiihren und wo wir die einzelnen Informationen, die wir zur

Entscheidungsfindung benétigen, finden kénnen.

Bevor wir uns diesem Vorgehen zuwenden, rekapitulieren wir aber noch einmal, um welche
drei Hypothesentests es sich bei diesen Omnibustests denn nun spezifisch handelt. Der erste dieser

Hypothesentests testet die Nullhypothese Hy: Ap; = 0V j = 1,...,m wobei das Symbol ,,v* als , fiir
alle* zu lesen ist. Die entsprechende Alternativhypothese lautet Hy: 3j: Au i #0 wobei hier ,,3 als ,,es

gibt* zu lesen ist. Die Alternativhypothese bedeutet, dass es mindestens einen Unterschied zwischen
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den Populationsmittelwerten fir die Faktorstufen j des ersten Faktors gibt, wahrend die Nullhypothese
bedeutet, dass es keinen solchen Unterschied gibt. Wird die Nullhypothese verworfen, sagt man auch,
dass ein Haupteffekt fur den ersten Faktor vorliegt. Die Freiheitsgrade fur die F-Verteilung sind fur

dieses Hypothesenpaar zu v, = m — 1 und v, = n — m — q gegeben.

Der zweite dieser Hypothesentests testet analog die Nullhypothese Hy: Ay, =0V k =1,...,q.
Die entsprechende Alternativhypothese lautet H;: 3k: Ay, # 0. Die Alternativhypothese bedeutet, dass
es mindestens einen Unterschied zwischen den Populationsmittelwerten fur die Faktorstufen k des
zweiten Faktors gibt, wahrend die Nullhypothese bedeutet, dass es keinen solchen Unterschied gibt.
Wird die Nullhypothese verworfen, sagt man auch, dass ein Haupteffekt fiir den zweiten Faktor vorliegt.
Die Freiheitsgrade fur die F-Verteilung sind fir dieses Hypothesenpaar zu vi =g —1und v, = n —

m — q gegeben.

Sobald es sich um ein mindestens zweifaktorielles Untersuchungsdesign handelt, sind auch
sogenannte Interaktionseffekte zu berticksichtigen. Bei einer Interaktion handelt es sich schlichtweg um
den Fall, dass die Auswirkung eines Faktors auf die AV von der Auspragung des anderen Faktors
abhéngt. Ein prégnantes Beispiel fir eine Interaktion findet sich bei Oswald Huber (2019, S. 160,
Hervorhebungen im Original): ,,WWenn beispielsweise ein Fremder in das personliche Territorium eines
Menschen eindringt (z.B. in dessen persdnliches Biiro), dann hangt die Reaktion dieses Menschen meist
vom Verhalten des Eindringlings ab: Klopft der Eindringling vor dem Offnen der Tiire an, fragt er, ob
er eintreten darf, grit er hoflich, dann wird der Territoriumsinhaber in der Regel nicht unfreundlich
reagieren. Tut der Eindringling all das nicht, muss er mit einem unfreundlichen Empfang rechnen. In
diesem Fall wirken die beiden Variablen Eindringen in fremdes Territorium und Beschwichtigendes
Verhalten des Eindringlings nicht unabhéngig voneinander, sondern sie interagieren. Welche Wirkung

eintritt, hdngt von beiden Variablen gemeinsam ab.*

Der Omnibustest fir die Interaktion testet die Nullhypothese Hy:Auj, =0V j=1,..,mA
Vk=1,..,q wobei hier ,A“ die logische Operation UND bezeichnet. Die entsprechende
Alternativhypothese lautet Hy: 3 (j, k): Awjy # 0. Inhaltlich bedeutet das Vorliegen einer Interaktion,

dass ein einzelner Populationsmittelwert sich nicht additiv aus den Haupteffekten der beiden Faktoren
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und dem Gesamtmittelwert zusammensetzt. Dies geht damit einher, dass eine Interaktion (oder auch
Wechselwirkung genannt) dann vorliegt, wenn der Einfluss eines Faktors auf die AV sich Uber die
Stufen des jeweils anderen Faktors hinweg unterscheidet. Die Freiheitsgrade fiir die F-Verteilung sind

fur die Testung der Interaktion zu v; = (m — 1)(q — 1) und v, = n — m — q gegeben.

Liegt eine Interaktion vor, kann man die Einflusse der beiden Faktoren im Allgemeinen nicht
getrennt voneinander betrachten. So kann es z.B. sein, dass kein Haupteffekt eines Faktors vorliegt, man
aber nicht sagen kann, dass dieser keinen Einfluss auf die AV hat, siehe Abbildung 7.1 links. Genauso
kann es sein, dass ein Haupteffekt eines Faktors auf die AV vorliegt, dieser aber nicht fir jede
Faktorstufe des anderen Faktors einen Einfluss auf die AV hat, siehe Abbildung 7.1 rechts. Weitere

solcher Féalle werden im Folgenden noch an praktischen Beispielen illustriert.

Kein Haupteffekt Faktor J,
aber Einfluss auf beiden
Stufen des Faktors K

Haupteffekt Faktor J,
Aber kein Einfluss fur
Stufe k=1 des Faktors K

~ ~ ”‘.,. k=12 ] armsrmensssesasees k=1
AN . .."’ ~
N Haupteffekt T Haupteffekt
Od “~ “~
»‘..‘ \\\ \“\\
k=2 s k=2
: : : :
=1 j=2 =1 j=2

Abbildung 7.1. lllustrationen, weshalb Haupteffekte im Allgemeinen nicht mehr zu interpretieren sind,

wenn eine Interaktion vorliegt.
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Zweifaktorielle Varianzanalyse ohne Messwiederholung mit 2x2 Design in SPSS

Die Durchfiihrung einer zweifaktoriellen Varianzanalyse ohne Messwiederholung mit einem 2x2
Design wird an dem Datensatz in der Datendatei ,,Kraft.sav* illustriert, die Sie in dem elektronischen
Ergdnzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument finden, das Sie

unter https://osf.io/9tcx3/ herunterladen kdnnen.

Gegeben sind in diesem Datensatz Messungen der Korperkraft auf einer Skala von 0-100 fir
109 mannliche und weibliche Versuchspersonen aus zwei Altersgruppen (unter 50 und tber 50). Die
Fragestellung, fur die diese (fiktiven) Daten (genauso fiktiv) erhoben wurden, lautete: Wie wirken sich

Alter und Geschlecht auf die Korperkraft aus?

Um diese Fragestellung zu beantworten, wird eine zweifaktorielle Varianzanalyse ohne
Messwiederholung mit den beiden Faktoren Geschlecht und Altersgruppe durchgefiihrt. Beide Faktoren
haben jeweils 2 Stufen. Zur Durchflihrung in SPSS wahlen wir zuerst Analyze >> General Linear Model
>> Univariate... und ziehen anschlieend die Variable Kraft in das Feld ,,Dependent Variable“ und die

Variablen Geschlecht und Alter_Gruppe in das Feld ,,Fixed Factor(s)“, siehe Abbildung 7.2.

13 Univariate X
Dependent Variable: Modal
& VPN * & K =
o
Fixed Factor(s):
&5 Geschlecht
[& Atter_Gruppe || | Post Hoc
Random Factor(s): EM Mezns
Save
-
Covariate(s):
-»
WLS Weight:
-

| Paste H Reset HCanceIH Help |

Abbildung 7.2. Durchfiihrung einer zweifaktoriellen VVarianzanalyse ohne Messwiederholung mit SPSS.

AnschlieBend 6ffnen wir das Menii ,,Plots...“ und ziehen dort die Variable Geschlecht in das
Feld ,,Horizontal Axis*“ und die Variable Alter_Gruppe in das Feld ,,Separate Lines“. Genauso kénnten
wir auch die Variable Geschlecht in das Feld ,,Separate Lines* und die Variable Alter_Gruppe in das

Feld ,,Horizontal Axis* ziehen. Beide Darstellungsformen sind vollig dquivalent. Bei komplexeren
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Designs (mit mehr Stufen) ist aber manchmal eine der beiden Formen einleuchtender, weshalb es
oftmals bequem ist, sich einfach beide ausgeben zu lassen und dann hinterher herauszufinden, welche
einfacher zu interpretieren ist. Zu lllustrationszwecken machen wir das auch in diesem Beispiel so (auch
wenn es hier keinerlei Vorteile bringt). Zusatzlich wahlen wir noch aus, dass uns 95%-KI fur die

Mittelwerte angezeigt werden sollen, siehe Abbildung 7.3. Danach klicken wir auf ,,Continue®.

tr‘ Univariate: Profile Plots %

Factors: Horizontal Asxis:

|Gesch|echt |

Alter_Gruppe

Separate Lines:

Separate Plots:

Plots: Add Change Remove

Geschlecht*Alter_Gruppe
Alter_Gruppe*Geschlecht

Chart Type:
® Line Chart
(O Bar Chart

Error Bars

[+] Include Errar bars
@® Confidence Interval (95.0%)
(O Standard Error

[]Include reference line for grand mean
[J¥ axis starts at 0

(M | Cancel

Abbildung 7.3. Ein Bild sagt oft mehr als tausend Worte.

| Help |

Danach gehen wir noch ins Menii ,,Options...” um hier jedenfalls ,,Descriptive statistics*,
,2Homogeneity tests“ und ,,Estimates of effect size “ anzufordern, siche Abbildung 7.4. Danach klicken
wir wieder auf ,,Continue®, dann auf ,,Paste*, dokumentieren die sich 6ffnende Syntaxdatei entsprechend
und fihren schlielllich die gerade eingefigten Kommandozeilen aus. Das generiert eine relative
umfangreiche Ausgabe, die wir im Folgenden Schritt fur Schritt bzw. Tabelle fur Tabelle besprechen.
Die Ausgabe ist hier nicht (vollstandig) wiedergegeben. Das heiflt, um die folgende Beschreibung
nachvollziehen zu konnen, wird empfohlen die Analyse erst in SPSS auszufiihren, um die
entsprechenden Tabellen einsehen zu kénnen.
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8 Univariate: Options *

Display

[+] Descriptive statistics 5

Estimates of effect size [] Spread-vs_-level plots

[] Observed power [] Residual plats

] Parameter estimates [] Lack-ofit test

[ ] Contrast coeficient matrix [[] General estimable function(s)
Heteroskedasticity Tests

[] Modified Breusch-Pagan test []F test

[] Breusch-Pagan test ] White's test

[ ] Parameter estimates with robust standard errors
]
@]
@]
@®
]

Significance level: Confidence intervals are 95.0%
| Cancel | | Help |

Abbildung 7.4. Optionen fur unsere zweifaktorielle Varianzanalyse ohne Messwiederholung.

In der Tabelle ,Between-Subjects Factors® finden wir eine Ubersicht zu den Stichproben-
umfangen fir die Stufen unserer beiden Faktoren. Wir sehen, dass wir Daten fiir 60 Manner und 49
Frauen vorliegen haben. Ferner sehen wir, dass insgesamt 52 Personen unter 50 Jahre alt waren, und 57

alter.

In der nichsten Tabelle mit der Uberschrift ,Descriptive Statistics* sehen wir, wie sich diese
Versuchspersonen genau in die 2x2 = 4 Stichproben aufteilen (letzte Spalte). Zudem sind wieder
Mittelwerte und Standardabweichungen fir jede Untergruppe, aber auch fir alle (bergeordneten

Gruppen angegeben.

In der Tabelle ,,Levene’s Test of Equality of Error Variances finden wir wieder Ergebnisse fur
unterschiedliche Levenes Tests. Da wir uns wieder fur Mittelwertsunterschiede interessieren, ist fir uns
hier besonders die erste Zeile ,,Based on Mean* interessant. Dort sehen wir in der Spalte ,,Sig.* den p-
wert flr den Levenes Test, an dem wir erkennen, dass dieser nicht signifikant ist (d.h. > .05), p = .256.

Wir entscheiden daher von Varianzhomogenitét auszugehen.
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In der Tabelle ,, Tests of Between-Subjects Effects®, siehe auch Abbildung 7.5, bekommen wir
schlieBlich die Resultate unserer eigentlichen Varianzanalyse. In der Zeile ,,Geschlecht* kdnnen wir die
Freiheitsgrade v; = 1 in der Spalte ,,df*", den F-Wert 36.03, den p-Wert < .001, sowie die Effektstarke
175 = .26 fir unsere Variable Geschlecht ablesen. Es liegt also ein signifikanter Haupteffekt fir die
Variable Geschlecht vor. Bei der Effektstarke handelt es sich um das sogenannte partielle Eta-Quadrat.
Jeder Faktor (sowie die Interaktion) kann einen gewissen Anteil der Varianz in der AV aufklaren,
wahrend der restliche Teil unerklart bleibt. Das partielle eta-Quadrat entspricht dem Verhéltnis des
Anteils, der durch den betrachteten Faktor erklart wird, und diesem Anteil zusammen mit dem
unerkldrten Varianzanteil. Das partielle eta-Quadrat bemisst also wie groR3 der durch den Faktor erklarte
Anteil relativ zum unerkléarten Anteil der Varianz der AV ist. Daneben gibt es auch das eta-Quadrat
(ohne ,,partiell”), das schlichtweg den Anteil der Gesamtvarianz der AV angibt, der durch den
betrachteten Faktor erklart werden kann. Dieses kénnten wir uns selbst aus den Quadratsummen in der
Spalte ,,Type III Sum of Squares* berechnen. Beide Effektstirken sind in der Literatur immer wieder
anzutreffen. Fir diese Ubungen beschranken wir uns allerdings auf das partielle eta-Quadrat. Auch fir
dieses existieren wieder Heuristiken nach Cohen (1988). Wie schon im vorhergehenden Kapitel fiir n?

im Rahmen einfaktorieller Varianzanalysen werden auch fiir n Werte zwischen 0.01 und 0.06 als klein,

Werte zwischen 0.06 und 0.14 als mittel, und Werte ab 0.14 als groR bezeichnet.

In der Zeile ,,Alter Gruppe* finden wir die entsprechenden Ergebnisse fiir unsere Variable
Alter_Gruppe. Auch hier ist v; = 1, der F-Wert entspricht 31.70, der p-Wert ist kleiner als 0.001 und
damit auch signifikant, die Effektstérke ist mit 77;2; = .23 vergleichbar gro zum Faktor Geschlecht. Auch

fiir diesen Faktor liegt also ein signifikanter Haupteffekt vor.

In der Zeile ,,Geschlecht*Alter Gruppe® finden wir schlieBlich unsere Ergebnisse zur
Interaktion. Auch fur dieseistv; =1 (da(m—-1)(g—1) =2 —-1)(2—-1) =1-1 = 1), der F-Wert
ist allerdings mit 0.39 sehr klein, der p-wert mit 0.54 entsprechend nicht signifikant, die Effektstarke
vernachlassigbar (Effektstarken unterhalb der Kategorie ,.klein“ werden in der Literatur haufig als

vernachldssigbar bezeichnet).
In der Zeile ,,Error finden wir schlieBlich noch den Wert fiir die Freiheitsgrade v, = 105.
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Tests of Between-Subjects Effects

Dependent Variable: Kraftvon 0-100

Type lll Sum of Partial Eta
Source Squares df Mean Square F Sig. Squared
Corrected Model 18827.443° 3 6275.814 20.952 <.001 374
Intercept 204360.707 1 204360707 682258 <.001 867
Geschlecht 10793.207 1 10793.207 36.033 <.001 .255
Alter_Gruppe 9496.288 1 9496.288 31.703 <.001 232
Geschlecht * Alter_Gruppe 116.245 1 116.245 .388 535 .004
Error 31451.272 105 299536
Total 263420.000 109
Corrected Total 50278.716 108

a. R Squared = .374 (Adjusted R Squared = .357)

Abbildung 7.5. Wesentlicher Teil der Ausgabe fir unsere zweifaktorielle Varianzanalyse.

In Abbildung 7.6 sehen wir auch sehr schén, was es bedeutet, wenn lediglich zwei Haupteffekte

aber keine Interaktion vorliegt. Jiingere Versuchspersonen sind starker als altere, ménnliche sind starker

als weibliche. Beides gilt jeweils unabhéngig vom anderen Faktor, weshalb auch die beiden Linien in

Abbildung 7.6 nahezu parallel zueinander sind.

Estimated Marginal Means of Kraft von 0-100
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Abbildung 7.6. Grafischer Vergleich der Mittelwerte unserer vier Stichproben.

entsprechen 95%-KI.
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Aus diesem Grund (keine Interaktion, lediglich Haupteffekte) werden hdufig in Ergebnis-
berichten schlichtweg die Verhaltnisse der in Abbildung 7.6 gezeigten Randmittel berichtet, wobei aber
die Angabe der Stichprobenmittelwert fir alle vier Stichproben zumindest in Form einer entsprechenden
Tabelle dennoch empfohlen wird. Schlieflich geben die Randmittel (d.h. lediglich der Vergleich der
Kraft zwischen Mannern und Frauen bzw. zwischen Jingeren und Alteren) keinen Einblick in die
Verhéltnisse, die zwischen je zwei der 2x2=4 spezifischen Populationen bestehen. Spezifische
Einzelvergleiche dieser Untergruppen sind in SPSS im Rahmen von post-hoc Vergleichen im Nachgang
zu den drei soeben besprochenen Omnibustests moglich. Damit werden wir uns im nédchsten Beispiel
néaher befassen. Davor schauen wir uns allerdings noch ein Beispiel flir einen mdglichen Ergebnisbericht

fur die soeben erlduterten Ergebnisse an.

Ergebnisbericht

Ein Ergebnisbericht fiir dieses Beispiel konnte wie folgt aussehen: ,,Sowohl das Alter (F(1,105) = 31.70,
p <.001, #,* = .23) als auch das Geschlecht (F(1,105) = 36.03, p < .001, 5,> =.26) haben (mit a = .005)
einen signifikanten Einfluss auf das AusmaR an Korperkraft. Zwischen Alter und Geschlecht besteht
keine signifikante Wechselwirkung (F(1,105) = 0.39, p = .535, 5,> < .01). Personen jiinger als 50 Jahre
(M =53.17, SD = 20.99) haben im Mittel mehr Kraft als Personen élter als 50 Jahre (M = 36.05, SD =
18.82), und Ménner (M = 52.40, SD = 20.40) haben im Mittel mehr Kraft als Frauen (M = 32.40, SD =
18.70). Deskriptive Statistiken fiir alle untersuchten Stichproben sind in Tabelle 7.1 angegeben.
Abbildung 7.6 zeigt einen grafischen Vergleich der Mittelwerte.*

Tabelle 7.1
Deskriptive Statistiken

Altersgruppe Geschlecht M SD n

Unter 50 Mannlich 64.27 19.81 26
Weiblich 42.08 15.81 26

Uber 50 Ménnlich 43.32 15.84 34
Weiblich 25.30 17.98 23
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Beispiel mit Wechselwirkung, 2x3 Design

Zur lllustration eines 2x3 Designs verwenden wir einen weiteren fiktiven Datensatz, der urspriinglich
auf Andy Field (2024) zuriickgeht, wenn er auch in der aktuellsten Version seines Buchs nicht mehr in
dieser Form vorkommt. Sie finden den Datensatz in der Datendatei ,,musikgeschmack.sav*, die Sie in
dem elektronischen Ergénzungsmaterial (Engl.: electronic supplementary material) zu diesem

Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

In dieser Datei finden wir Angaben von insgesamt 90 Personen dazu, wie gut ihnen Musik der
Bands bzw. Interpreten Nirvana, AC/DC oder Bon Jovi geféllt. Positive Zahlen driicken Gefallen aus,
negative Zahlen Missfallen und je gréRer der Betrag der Zahl, desto héher Gefallen oder Missfallen. Die
Personen wurden dabei zufallig aus zwei Altersgruppen ausgewdhlt: 45 Personen sind &lter als 40 Jahre,
45 Personen sind maximal 40 Jahre alt. Die Forschungsfrage lautet: Unterscheidet sich der

Musikgeschmack dieser beiden Altersgruppen?

Eine Mdglichkeit diese Frage auf Basis dieses Datensatzes zu erhellen, besteht in der
Durchfuhrung einer zweifaktoriellen Varianzanalyse ohne Messwiederholung. Dazu wéhlen wir erst
einmal wieder Analyze >> General Linear Model >> Univariate... aus und ziehen die Variable Gefallen
in das Feld ,,Dependent Variable* und die Variablen Musik und Altersgruppe in das Feld ,,Fixed
Factor(s)“. Daraufhin fordern wir unter ,,Plots...“ wieder zwei verschiedene Grafiken an, einmal mit der
Variable Musik auf der horizontalen Achse und der Variable Altersgruppe durch unterschiedliche Linien
dargestellt, und einmal umgekehrt. Dieses Mal werden wir auch gut erkennen kdnnen, wie die beiden
Darstellungen denselben Sachverhalt unterschiedlich darstellen. Wir verlangen auch wieder, dass
Fehlerbalken dargestellt werden, die 95%-KI entsprechen sollen. Danach wihlen wir unter ,,Options...*

auch wieder ,,Descriptive statistics®, ,,Homogeneity tests* sowie ,,Estimates of effect size* aus.

Post-hoc Vergleiche

SchlieBlich fordern wir post-hoc Vergleiche an, indem wir auf ,,EM Means...* (und nicht auf ,,Post
Hoc...“) klicken. ,,EM Means“ steht hier fiir ,,Estimated Marginal Means* und bezeichnet den Vergleich
der Randmittel, d.h. jener Mittelwerte, die fur die einzelnen Faktoren bzw. Faktorstufen ohne

Beriicksichtigung der jeweils anderen Faktoren bzw. Faktorstufen gebildet werden. In dem sich
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Offnenden Fenster ziehen wir die Variablen Kombination Musik*Altersgruppe von links in das Feld
»Display Means For...“ und wéhlen anschlieend noch ,,Compare simple main effects* aus. Fiir die
Korrektur der p-Werte haben wir die Wahl zwischen Fishers LSD (keine Korrektur), Bonferroni und
Sidak. Da fiir die Sidak-Korrektur die zu testenden Hypothesen unabhangig sein mussen (fur eine exakte
Korrektur der FWER), was im Allgemeinen nicht der Fall ist, wahlen wir Bonferroni, da fur diese
Korrektur die FWER jedenfalls nicht unterschétzt wird (d.h. sie ist bei einem gewiinschten a von 0.5%
sicher nicht groRer als dieser Wert). Die in diesem Untermeni vorgenommenen Einstellungen sind noch

einmal in Abbildung 7.7 zusammengefasst.

"Q-‘ Univariate: Estimated Marginal Means x

Estimated Marginal Means

Factor(s) and Factor Interactions: Display Means for:
[OVERALL) | Musik*Altersgruppe
Musik

Altersgruppe

Musik*Altersgruppe O

Compare simple main effects

Confidence interval adjustment:

Baonferroni v

Continue | Cancel

| Help |

Abbildung 7.7. Anforderung von post-hoc Vergleichen im Nachgang einer zweifaktoriellen Varianz-

analyse.

Ergebnisse

Nach dem Einfiigen in die Syntax und Ausflihren der entsprechenden Kommandozeilen bekommen wir
wieder eine umfangreiche Ausgabe. An der Tabelle ,,Levene’s Test of Equality of Error Variances*
sehen wir, dass Levenes Test auch in diesem Beispiel nicht signifikant ist und freuen uns, da daher nicht
noch mehr als ohnehin schon zu tun bleibt. In der Tabelle ,,Tests of Between-Subjects Effects” erkennen
wir einen signifikanten Haupteffekt fiir die Variable Musik sowie eine signifikante Interaktion. Wir
finden dort auch wieder alle Zahlen, die wir fur einen ordnungsgemafen Ergebnisbericht brauchen, siehe

nachster Abschnitt.
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Ab der Uberschrift ,,Estimated Marginal Means* finden wir schlieBlich alle Ergebnisse, die fiir
unsere angeforderten post-hoc Vergleiche relevant sind und noch einiges mehr. Bei letzterem handelt es
sich z.B. schon um die verschiedenen Randmittel und deren Konfidenzintervalle, die in der Tabelle
,Estimates* angegeben sind, siche Abbildung 7.8. An diesen lieRen sich einige Unterschiede zwischen
den Altersgruppen sofort ablesen. Gleichzeitig wéren die hier gegebenen Punktschatzungen und
Intervallschatzungen auch sehr gut brauchbar, wenn man schlichtweg an einer Schatzung der jeweiligen
Populationsmittelwerte interessiert ist und gar nicht unbedingt an paarweisen Tests der
Mittelwertsunterschiede. Am Standardfehler in der Tabelle erkennt man auch, dass es sich bei diesem
um eine Schatzung mittels der gepoolten Varianz aus allen Stichproben handelt, da der Wert fur alle
Stichproben derselbe ist. Zu beachten ist bei dieser Tabelle schlieRlich noch, dass es sich bei dem
Konfidenzniveau der Konfidenzintervalle nicht um ein korrigiertes Konfidenzniveau (zur Kontrolle der

FWER) handelt.

Estimates
Dependent¥ariahle: Angabe wie gut die Musik gefallt

Altersgruppe (1=ilter, 95% Confidence Interval

Interpret  2=jlnger) Mean Std. Error  Lower Bound  Upper Bound
Mirvana 40+ -75.B67 5.083 -85.975 -65.759
0-40 66.200 5.083 56.082 T6.308
AC/IDC 40+ 55.833 5.083 49825 70.041
0-40 64.133 5.083 54.025 74.241
Bon Jovi 40+ T4.267 5.083 64.159 84.375
0-40 -71.467 5.083 -81.575 -61.359

Abbildung 7.8. Punkt- und Intervallschatzungen der einzelnen Populationsmittelwerte fiir alle sechs

Stichproben.

Zu beachten bei den Ergebnissen der angeforderten post-hoc Vergleiche ist auch, dass diese fur
eine zweifaktorielle Varianzanalyse in zweifacher Ausfiihrung kommen. In der ersten Ausfuhrung, die
bei der Uberschrift ,,1. Interpret * Altersgruppe (1=lter,2=jiinger)* beginnt, werden zuerst einfaktorielle
Varianzanalysen fur jeweils jede Stufe der Variable Altersgruppe fur den Faktor Musik durchgefuhrt (zu
finden allerdings in der Tabelle ganz am Schluss dieses Abschnitts). Diese Ergebnisse finden sich in der
Tabelle ,,Univariate Tests* und wir sehen, dass sich der Gefallen an der jeweiligen Musik sowohl in der

jungeren als auch der alteren Gruppe zwischen den drei Interpreten unterscheidet, siehe auch Abbildung
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7.9. In der Tabelle ,,Pairwise Comparisons®, siehe auch Abbildung 7.10, finden wir schlieBlich alle
paarweisen Tests auf Mittelwertsunterschiede flr beide Altersgruppen. Hier sehen wir u.a., dass der
alteren Gruppe Nirvana im Mittel signifikant weniger gefallt als AC/DC und Bon Jovi, welche der
alteren Gruppe éhnlich gut gefallen (die Mittelwerte unterscheiden sich auch nicht signifikant), wéhrend
der jiingeren Gruppe Bon Jovi im Mittel signifikant weniger geféllt als die beiden anderen Interpreten,
welche wiederum der jungeren Gruppe dhnlich gut gefallen (auch hier unterscheiden sich die beiden
Gruppenmittelwerte nicht signifikant).

Univariate Tests
Dependent Variable: Angabe wie gut die Musik gefallt

Surn of Fartial Eta
Altersgruppe (1=3lter, 2=jlnger) Squares df Mean Sguare F Sig. Squared
40+ Contrast 205835 511 2 102867.756 265 695 =001 BG4
Errar 32553 467 84 387.541
0-40 Contrast 186718.711 2 93359.356 240902 <.001 852
Error 32553 467 g4 387.541

Each F tests the simple effects of Interpret within each level combination ofthe other effects shown. These tests are
hased on the linearly independent pairwise comparisons among the estimated marginal means.

Abbildung 7.9. Einfaktorielle Varianzanalysen fir jede Stufe des Faktors Altersgruppe.

Pairwise Comparisons

DependentVariable: Angahe wie gut die Musik gefallt
95% Confidence Interval for

Altersgruppe (1=alter, Mean Difference”
2=jlinger) (I} Interpret  (J) Interpret  Difference (-J)  Std. Error Sig.? Lower Bound Upper Bound
40+ Mirvana ACIDC -135.800° 7.188 =001 -153.360 -118.240
Bon Jovi 150133 7.188 =.001 -167.6893 -132.573
ACIDC Mirvana 135.800° 7.188 =.001 118.240 153.360
Bon Jovi -14.333 7.188 148 -31.893 3.227
Bon Jovi Mirvana 150133 7.188 =00 132.573 167.693
ACIDC 14,333 7.188 148 -3.227 31.893
0-40 Mirvana ACIDC 2.067 7.188 1.000 -15.493 19.627
Bon Jovi 137.667 7.188 =.001 120107 186227
ACIDC Mirvana -2.067 7.188 1.000 -19.627 15.493
Bon Jovi 135.600° 7.188 =001 118.040 153.160
Bon Jovi Mirvana -137.667 7.188 =.001 -155.227 -120.107
ACIDC -135.600° 7.188 =.001 -153.160 -118.040

Based on estimated marginal means
* The mean difference is significant at the .05 level.
b, Adjustment for multiple comparisons: Bonferroni.

Abbildung 7.10. Alle paarweisen Tests fir Unterschiede zwischen Gruppenmittelwerten fur jede Stufe

des Faktors Altersgruppe.
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In der zweiten Ausfilhrung, deren Ergebnisse ab ,2. Interpret * Altersgruppe
(1=dlter,2=jiinger)* aufgefiihrt sind, werden zuerst (auch wenn die entsprechende Tabelle wieder erst
ganz am Ende dieses Abschnitts zu finden ist) einfaktorielle Varianzanalysen fir jede Stufe der
Variablen Musik fiir den Faktor Altersgruppe durchgefiihrt, siehe Abbildung 7.11. Da es nur zwei
Altersgruppen gibt, handelt es sich hierbei schlichtweg um Vergleiche der Mittelwerte fur die beiden
Altersgruppen auf jeder Stufe der Variable Musik. Wir sehen, dass sich die Altersgruppen fiir die
Interpreten Nirvana und Bon Jovi signifikant unterscheiden und fur AC/DC nicht. Allerdings erkennen
wir in dieser Tabelle nicht die Richtung des Unterschieds und haben auch keine Konfidenzintervalle fur
die Mittelwertsunterschiede. Diese finden wir nur in der Tabelle mit allen paarweisen Unterschieden
(diese Konfidenzintervalle sind nun fiir multiple VVergleiche korrigiert), siehe Abbildung 7.12. Aber wir
erkennen an der Gleichheit der p-Werte in diesen beiden Tabellen durchaus, dass es sich bei den F-Tests
und den t-Tests fur den Vergleich von zwei Mittelwerten um zwei dquivalente Testverfahren handelt.

Univariate Tests
Dependent Variable: Angabe wie gut die Musik geféllt

Sum of Partial Eta

Interpret Squares df Mean Square F Sig. Sguared

Mirvana  Caontrast 151372.033 1 151372.033 390.596 =001 .B23
Errar 32553.467 B4 387.541

ACIDC Contrast 132.300 1 132.300 34 561 .004
Errar 32553.467 B4 387.541

Bon Jovi  Contrast 159286.533 1 159286.533 411.018 =001 B30
Error 32553467 B4 387.541

Each F tests the simple effects of Altersgruppe (1=4lter, 2=jlnger) within each level combination of the other
effects shown. These tests are based on the linearly independent pairwise comparisons among the
estimated marginal means.

Abbildung 7.11. Einfaktorielle Varianzanalysen fur jede Stufe des Faktors Musik.

Pairwise COmparisons
DependentVariahle: Angabe wie gut die Musik gefallt
95% Confidence Interval for

() Altersgruppe (1=3alter, (J) Altersgruppe (1=3alter, Mean Difference
Interprat  2=jlnger) 2=jlinger) Difference {I-J)  Std. Error Eiig_b Lower Bound Upper Bound
Mirvana 40+ 0-40 -142.067 7.188 =001 -166.361 -127.772
0-40 40+ 142,067 7188 =001 127.772 156361
ACIDC 40+ 0-40 -4.200 7.188 561 -18.495 10.095
0-40 40+ 4.200 7.188 561 -10.095 18.495
BonJovi 40+ 0-40 145733 7188 =001 131.439 160.028
0-40 40+ 145733 7.188 =001 -160.028 -131.439

Based on estimated marginal means
* The mean difference is significant at the .05 level.
b, Adjustment for multiple comparisons: Bonferroni.

Abbildung 7.12. Alle paarweisen Tests fir Unterschiede zwischen Gruppenmittelwerten fur jede Stufe

des Faktors Musik.
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Ergebnisbericht

Ein Ergebnisbericht fur eine zweifaktorielle Varianzanalyse mit einem 2x3 Design inkl. post-hoc
Vergleichen konnte beispielsweise folgendermalien aussehen: ,,Zur Erhellung der Fragestellung wurde
eine zweifaktorielle Varianzanalyse ohne Messwiederholung durchgefuihrt. Levenes Test war nicht

signifikant (p > .05), weshalb von Varianzhomogenitét ausgegangen wurde.

Jungere (bis 40 Jahre) und éltere (ab 41 Jahre) Personen unterscheiden sich im Mittel nicht
signifikant darin, wie sehr ihnen die untersuchte Musik insgesamt geféllt (F(1,84) < 0.01, p = .966, #,°
<.01). Die drei Bands Nirvana, AC/DC und Bon Jovi werden aber im Mittel signifikant unterschiedlich
bewertet (F(2,84) = 105.62, p < .001, #,* = .72). Zudem besteht fir die im Mittel resultierende
Bewertung eine signifikante Interaktion zwischen dem Alter der bewertenden Person und der gehorten

Band (F(2,84) = 400.98, p < .001, 7,2 = .91).

Zur weiteren Analyse paarweiser Mittelwertsunterschiede wurden paarweise post-hoc
Vergleiche mit einer Korrektur der p-Werte fur multiple Vergleiche geméaR Bonferroni durchgefuhrt. Im
Folgenden werden lediglich korrigierte p-Werte berichtet. Aus diesen ergab sich, dass Nirvana von
jiingeren Personen signifikant lieber gehort wird als von dlteren Personen (p <.001). Bon Jovi hingegen
wird von dlteren signifikant lieber gehort als von jingeren Personen (p < .001). AC/DC wird nicht

signifikant unterschiedlich gerne gehort (p = .561).

Innerhalb der Altersgruppen ergaben sich folgende Unterschiede. Jungere Personen horen
sowohl Nirvana als auch AC/DC signifikant lieber als Bon Jovi (jeweils p <.001). Nirvana und AC/DC
werden von jiingeren Personen nicht signifikant unterschiedlich gerne gehort (p >.999). Altere Personen
bevorzugen Bon Jovi und AC/DC signifikant gegenuber Nirvana (jeweils p < .001). Bon Jovi und

AC/DC werden von &lteren Personen nicht signifikant unterschiedlich gerne gehort (p = .148).

Die resultierenden deskriptiven Statistiken sind in Tabelle 7.2 zusammengestellt. Abbildung
7.13 zeigt einen Vergleich der geschatzten Randmittelwerte und deren 95%-KI fur die unterschiedlichen

Bands und Altersgruppen.*

Da dieser Ergebnisbericht bereits sehr umfangreich ausfallt, bietet es sich an, kurz dariiber zu
reflektieren, was die grundsatzlichen Bestandteile eines entsprechenden Ergebnisberichts sind und in
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welcher Reihenfolge sie erldutert werden sollten. Im ersten Teil wird die Methode der Auswertung und
die Uberpriifung etwaiger Voraussetzungen kurz erlautert. Gerade bei komplexeren Analysen kann dies
wichtig sein, weil dann nicht unbedingt mehr klar aus den angegebenen Teststatistiken, Freiheitsgraden
etc. ersichtlich ist, um welches Verfahren es sich an welcher Stelle handelt. In einem zweiten Teil
werden die Ergebnisse der drei Omnibustests fiir die beiden Haupteffekte und die Interaktion berichtet.
In einem dritten Teil werden die durchgefiihrten post-hoc Vergleiche erldutert. Dabei geniigt es meist,
die verschiedenen paarweisen Vergleiche und die entsprechenden p-Werte anzugeben. Eine Angabe
uber die Korrektur der letzteren ist aber flr eine angemessene Interpretation derselben notwendig.
SchlieBlich sollten auch die deskriptiven Statistiken dargestellt werden. Bei komplexeren Analysen ist
dafiir eine Tabelle meist zweckdienlich. Eine graphische Darstellung kann zudem die Bedeutung der
Ergebnisse oft klarer erhellen als das bloRe Auflisten von Zahlen. Dabei erlauben Konfidenzintervalle

auch einen guten Uberblick tiber plausible Werte fiir einzelne Populationsmittelwerte.

Tabelle 7.2

Deskriptive Statistiken

Altersgruppe Interpret M SD n

> 40 Jahre Nirvana -75.87 14.37 15
AC/DC 59.93 19.98 15
Bon Jovi 74.27 22.29 15

0-40 Jahre Nirvana 66.20 19.90 15
AC/DC 64.13 17.00 15
Bon Jovi -71.47 23.18 15
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Estimated Marginal Means of Angabe wie gut die Musik gefillt

100

?
)

S0

Estimated Marginal Means

-0

Mirvana AC/DC Bon Jovi

Interpret

Errar bars: 95% CI

Altersgruppe
(1=alter,2=jlinger)

40+
—0-40

Abbildung 7.13. Visuelle Darstellung der unterschiedlichen Bewertung der drei Interpreten durch die

beiden Altersgruppen.

Estimated Marginal Means of Angabe wie gut die Musik gefallt

100

—

s0 E_______

Estimated Marginal Means

-50

Interpret

Nirvana
——AC/DC
Bon Jovi

40+ 0-40

Altersgruppe (1=élter,2=jlinger)
Error bars: 95% CI

Abbildung 7.14. Alternative Darstellung mit den beiden Altersgruppen links und rechts und den drei

Interpreten durch verschiedene Linien.
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Stichprobenplanung
Zwar kann auch flr mehrfaktorielle Varianzanalysen eine Stichprobenplanung in G*Power durch-
gefuhrt werden, diese wird aber nicht im Detail besprochen, da die statistischen Hypothesen der Omni-

bustests nur selten relevante inhaltliche Forschungsfragen beantworten kdnnen (Blhner et al., 2025).

Soll dennoch eine Stichprobenplanung durchgefiihrt werden, so ist unter ,,Test family*
wiederum ,,F tests™ auszuwdhlen. Unter ,,Statistical test” ist ,,ANOVA: Fixed effects, special, main
effects and interactions* auszuwéhlen. Unter “Type of power analysis” ist wieder “A priori: Compute
required sample size — given a, power, and effect size” auszuwéhlen. Die Effektstarke f fur den
interessierenden Effekt (also einen der Haupteffekte oder die Interaktion) kann am besten mittels der
Schaltflache ,,Determine* aus r]lz, direkt in G*Power berechnet werden. Bei ,,Number of groups® ist
neben der obligatorischen Angabe des gewiinschten Signifikanzniveaus und der Teststérke schlieflich
noch die Anzahl der Stichproben anzugeben, die untersucht werden sollen. Im Falle eines 2 x 2 Designs
waéren das also 4 Stichproben, im Falle eines 2 x 3 Designs 6 Stichproben usw. Schlie3lich miissen noch
die Zahlerfreiheitsgrade (,,numerator df*) angegeben werden. Dabei handelt es sich um das Produkt der
Anzahl der Stufen minus 1 aller Faktoren. D.h., bei einem 2 x 2 Design wére hier 2 -1)(2-1) =1
einzutragen, bei einem 2 x 3 Design (2 — 1)(3 — 1) = 2 usw. Der Grund dafir, dass diese Angabe
zusétzlich zur Anzahl der Stichproben gemacht werden muss, liegt darin, dass es Designs mit derselben
Anzahl an Gruppen, aber unterschiedlichen Z&hlerfreiheitsgraden geben kann, z.B. 2 x 2 x 3 (2
Zahlerfreiheitsgrade) und 2 x 6 (5 Zahlerfreiheitsgrade). Beide Informationen werden aber zur
Berechnung des F-Werts und daher auch fir die Stichprobenplanung benétigt, daher reicht nur die

Angabe der Anzahl der Stichproben nicht aus.
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Ubungsaufgaben
Beispiel 7.1
Worin unterscheiden sich die Voraussetzungen flr eine mehrfaktorielle Varianzanalyse von jenen fir

eine einfaktorielle Varianzanalyse?

Beispiel 7.2

Welche Voraussetzungen mussen fur eine mehrfaktorielle VVarianzanalyse erfillt sein?

Beispiel 7.3
Welche Mdglichkeiten gibt es im Rahmen von paarweisen post-hoc Vergleichen nach einer
zweifaktoriellen Varianzanalyse in SPSS, um p-Werte und Konfidenzniveaus fir multiple Vergleiche

zu korrigieren?

(a) Bonferroni-Korrektur.
(b) Fishers Least-Significant-Difference Test.
(c) Sidak-Korrektur.

(d) Tukeys Honestly-Significant-Difference Test.

Beispiel 7.4

Welche Aussage(n) trifft(treffen) zu?

(a) Unter einem Haupteffekt versteht man die Auswirkung des einen Faktors auf die Wirkung des
anderen Faktors auf die AV.

(b) Gemall Cohens Heuristik (1988) gelten Effektstarken 77;2; zwischen 0.01 und 0.06 als Klein,
zwischen 0.06 und 0.14 als mittel, und ab 0.14 als groR.

(c) Es kann sein, dass es keinen Haupteffekt fir einen Faktor gibt, dieser aber trotzdem eine
Auswirkung auf die AV auf einzelnen Stufen eines anderen Faktors hat.

(d) Es kann sein, dass es einen Haupteffekt fur einen Faktor gibt, dieser aber auf einzelnen Stufen

eines anderen Faktors keine Auswirkung auf die AV hat.
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Beispiel 7.5
In Kapitel 14 (vielleicht in neueren Auflagen nicht in Kapitel 14, aber jedenfalls im Kapitel zu
mehrfaktoriellen Varianzanalysen ohne Messwiederholung) des Buchs ,,Discovering Statistics Using

IBM SPSS Statistics“ von Andy Field (2024) findet man das folgende Beispiel (Ubersetzung d. Verf.):

»Eine Anthropologin interessierte sich fiir die Auswirkungen von Alkohol auf die
Partner:innenwahl in Nachtclubs. Ihre Uberlegung war, dass nach dem Genuss von Alkohol die
subjektive Wahrnehmung der korperlichen Attraktivitidt ungenauer wird (der bekannte ,,Bier-Brillen-
Effekt”). AuBlerdem wollte sie wissen, ob dieser Effekt bei Madnnern und Frauen unterschiedlich ist.
Daraufhin nahm sie die Studienteilnehmer:innen in einen Nachtclub mit und gab ihnen keinen Alkohol
(die Teilnehmer:innen erhielten stattdessen Plazebogetranke aus alkoholfreiem Lagerbier), 2 Pints
starkes Lagerbier oder 4 Pints starkes Lagerbier zu trinken. Am Ende des Abends machte sie ein Foto
von der Person, mit der der:die jeweilige Teilnehmer:in geplaudert hatte. Anschlie}end liefl3 sie eine
Gruppe unabhangiger Beurteiler:innen die Attraktivitat der Person auf jedem Foto auf einer Skala von

100 bewerten.«

Die Fragestellung der (fiktiven) Studie lautete also: Unterscheidet sich die Attraktivitat des:der
ausgewdhlten Gespréchspartners:in in Abhangigkeit vom (eigenen) Geschlecht und der Menge
getrunkenen Alkohols? Sie finden den zugehdrigen Datensatz in der Datendatei ,,Goggles.sav®, die Sie
von der frei zugénglichen Webseite mit ergdnzenden Ressourcen fiir Fields Buch ,,Discovering Statistics

Using IBM SPSS Statistics unter https://edge.sagepub.com/field5e/student-resources/datasets

herunterladen kénnen. Als Signifikanzniveau ist @ = .05 zu wahlen, wobei p-Werte im Rahmen von

post-hoc Vergleichen entsprechend zu korrigieren sind.

Beispiel 7.6

Eine (fiktive) Forschungsgruppe mochte untersuchen, wie sich verschiedene Unterrichtsmethoden in
unterschiedlichen Unterrichtsfachern auf das Wissen von Schiler:innen am Semesterende auswirken.
Dazu soll der Einsatz von Tafel bzw. Powerpoint-Folien als Unterrichtsmethoden im Geschichts- und
Mathematikunterricht untersucht werden. Am Ende des Semesters wird das Wissen aller teilnehmenden

Schiler:innen mit standardisierten Wissenstests erhoben, die einen Vergleich des Mathematik- und
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Geschichtswissens auf einer Skala von 0-100 erlauben. Eine der zentralen Fragestellungen der Studie
lautet: Hangt es von der Art des Unterrichtsfachs ab, wie effektiv (bezogen auf die Wissensvermittlung)

die eingesetzten Prasentationsmethoden sind?

Den Datensatz fiir dieses Beispiel finden Sie in der Datei ,,Kap7UE6.sav*, die Sie in dem
elektronischen Ergénzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument

finden, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen. Beantworten Sie die folgenden Fragen:

(a) Was sind die UV und die AV in diesem Beispiel?

(b) Wie viele Stufen haben die Faktoren in diesem Beispiel jeweils?

(c) Wie l&sst sich die genannte zentrale Forschungsfrage prinzipiell beantworten?

(d) Fuhren Sie fur dieses Beispiel eine entsprechende Varianzanalyse mit SPSS durch und

verfassen Sie einen entsprechenden Ergebnisbericht.

Wabhlen Sie flr alle statistischen Analysen ein Signifikanzniveau von a = .005, wobei p-Werte im

Rahmen von post-hoc Vergleichen entsprechend zu korrigieren sind.

Beispiel 7.7

Eine (fiktive) Forschungsgruppe untersuchte, ob sich unterschiedliche Fitnessprogramme unterschied-
lich auf die allgemeine Fitness von Personen aus verschiedenen Altersgruppen auswirkt. Unterschieden
wurden junge Erwachsene (bis inkl. 30 Jahre), Erwachsene mittleren Alters (31-50 Jahre), und &ltere
Erwachsene (> 50 Jahre). Verglichen wurden konventionelles Krafttraining mit Geraten und HIIT-
Programme mit dem eigenen Kdorpergewicht. Die allgemeine Fitness wurde mit einem Fitnessindex auf

einer Skala von 0-100 Punkten erfasst.

Die (fiktive) Forschungsgruppe hat bereits einen (fiktiven) Ergebnisbericht erstellt und Sie
darum gebeten, diesen zu kontrollieren. Aufgrund des wachsenden Misstrauens unter Forscher:innen
wegen des hohen Publikationsdrucks und den Ublen Machenschaften von Dr. Publish-Perish
(Gigerenzer, 2004) hat Ihnen die Forschungsgruppe den Ergebnisbericht nur in Papierform zukommen
lassen (wobei Ihnen selbst nicht ganz klar ist, wie das verhindern soll, dass Sie die Ergebnisse einfach
kurzerhand selbst publizieren) und leider haben Sie Ihren am Morgen bitter bendétigten Kaffee dartiber
verschittet. Trotz grofRer Bemuhungen sind daher einige Stellen unleserlich geworden. Um diese Stellen
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vervollstdndigen zu kdnnen, hat Ihnen die Forschungsgruppe zéhneknirschend den Originaldatensatz
iiberlassen. Diesen finden Sie in der Datendatei ,,Kap7UE7.sav*, die Sie in dem elektronischen
Ergadnzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument finden, das Sie

unter https://osf.io/9tcx3/ herunterladen koénnen. Verwenden Sie den Datensatz und geeignete

statistische Verfahren, um den folgenden Ergebnisbericht an den gekennzeichneten Stellen zu

vervollstandigen.

Ergebnisbericht: Es wurde eine zweifaktorielle Varianzanalyse ohne Messwiederholung mit den
Faktoren Altersgruppe (drei Stufen: jung, d.h. 18-30 Jahre, mittel, d.h. 31-50 Jahre, alt, d.h. > 50 Jahre)
und Trainingsmethode (zwei Stufen: konventionelles Krafttraining mit Gewichten vs. HIIT mit eigenem

Korpergewicht) durchgefiihrt. Das Signifikanzniveau wurde zu a = .005 gewahlt.

Insgesamt wurden Daten von Personen in einem balancierten Design erhoben. Levenes

Test war nicht signifikant (p > .05), daher wurde von in den

einzelnen Populationen ausgegangen.

Im Mittel war die allgemeine Fitness zwischen den unterschiedlichen Altersgruppen signifikant
verschieden (F( ) = 54.15, p < .001, #,° = , d.h. ein Effekt

gemall Cohen (1988)). Im Mittel war die erzielte allgemeine Fitness auch zwischen den beiden

Fitnessprogrammen signifikant unterschiedlich (F( )= , =
.08, d.h. ein Effekt gemdal Cohen (1988)). Die Interaktion zwischen den beiden Faktoren
war (F( )= ; M=
d.h. ein Effekt gemadR Cohen (1988)). Zur weiteren Analyse paarweiser

Mittelwertsunterschiede wurden post-hoc Tests mit einer Korrektur der p-Werte fur multiple Vergleiche

gemé&R Bonferroni durchgefiihrt. Im Folgenden werden lediglich korrigierte p-Werte berichtet.

Sowohl bei konventionellem Krafttraining mit Gewichten als auch bei HIIT-Programmen mit
dem eigenen Kdrpergewicht nahm die erzielte, allgemeine Fitness mit fortschreitendem Alter ab. Bei
konventionellem Krafttraining waren alle paarweisen Mittelwertsunterschiede zwischen den
unterschiedlichen Altersgruppen signifikant (p < .001). Bei HIIT-Programmen war der Unterschied

zwischen jungen und mittleren Erwachsenen nicht signifikant (p > .999), wéahrend die Unterschiede
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zwischen jungen und alten sowie mittleren und alten Erwachsenen jeweils signifikant waren
( ). Zudem unterschieden sich konventionelles Krafttraining und HIIT-Programme sowohl
bei mittleren ( ) als auch alteren ( ) Erwachsenen signifikant, jedoch nicht bei
jungen Erwachsenen ( ). Bei allen Altersgruppen war die erzielte allgemeine Fitness jedoch

bei HIIT-Programmen als bei konventionellem Krafttraining.

Punkt- und Intervallschatzungen fiir die erzielte allgemeine Fitness in Abhangigkeit von Altersgruppe
und verwendeter Trainingsmethode sind in Abbildung 7.15 dargestellt. Mittelwerte,
Standardabweichungen und Gruppengréfien sind in Tabelle 7.3 zusammengefasst.

Tabelle 7.3

Deskriptive Statistiken

Altersgruppe Training M SD n

Jung: 18-30 Jahre Konv. Kraft

HIT 77.64
Mittel: 31-50 Jahre  Konv. Kraft

HIT 45
Alt: > 50 Jahre Konv. Kraft

HIT 15.36
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Abbildung 7.15. Punkt- und Intervallschatzungen fir die erzielte allgemeine Fitness in Abhangigkeit

von Altersgruppe und verwendeter Trainingsmethode.

Beispiel 7.8

Eine therapeutische Intervention soll mit einer entsprechenden Kontrollbedingung (tau = treatment as

usual) verglichen werden. Zudem soll untersucht werden, ob sich die Wirksamkeit der Intervention fur

Frauen und Manner unterscheidet. Dazu wird fiir 120 Personen die Veranderung der Symptomstérke

durch die Intervention bzw. die Kontrollbedingung erhoben. Die entsprechenden Daten sind im

Datensatz ,,Kap7UES8.sav* zu finden.

Wihlen Sie ein geeignetes statistisches Verfahren um zu untersuchen, ob sich die Wirksamkeit

(gemessen an der Anderung der Symptomstirke) der Intervention von der Kontrollbedingung

unterscheidet und ob dieser Unterschied davon abhéngt, ob Frauen oder Ménner untersucht werden.

Erstellen Sie anschlielend einen entsprechenden Ergebnisbericht.
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Kapitel 8
Varianzanalysen mit Messwiederholung

Stefan E. Huber

Auch in diesem Kapitel werden wir uns wieder hauptséchlich auf die Durchfiihrungsaspekte, diesmal
aber von Varianzanalysen mit Messwiederholung in SPSS beschranken. Da wir diesbeztiglich sowohl
ein- und zweifaktorielle Varianzanalysen mit Messwiederholung als auch ein gemischtes Design, d.h.
eine Varianzanalyse mit einem Zwischensubjektfaktor (auch: nicht-messwiederholter Faktor, Zwischen-
Personen-Faktor oder engl.: Between-subjects-factor) und einem Innersubjektfaktor (auch
Messwiederholungsfaktor, Innerhalb-Personen-Faktor oder engl.: Within-subjects-factor), besprechen
werden, ist dafir ohnehin genug zu tun. Gleichzeitig bleiben viele Aspekte ganz analog zum Fall von
Varianzanalysen ohne Messwiederholung, auch wenn sich konzeptuell, sozusagen im Hintergrund
durchaus einiges andert (Quadratsummenzerlegung, Variation der AV zwischen Personen etc.). Im
Vordergrund gibt es nach wie vor fiir jeden Faktor einen F-Wert, zwei Freiheitsgrade, einen p-Wert,
eine Testentscheidung. Eine Sache, die aber jedenfalls von groRer Relevanz bleibt, sind die Voraus-

setzungen, die fur Varianzanalysen mit Messwiederholung erfullt sein missen.

Voraussetzungen fir Varianzanalysen mit Messwiederholung

Die Voraussetzungen fur Varianzanalysen mit Messwiederholung sind (Buhner et al., 2025):

o Intervallskalenniveau der AV.
e Normalverteilung der AV auf jeder Faktorstufe.

o Préziser: sowohl Personeneffekte als auch Fehler sind jeweils unabhéngig voneinander
unabh&ngig und identisch normalverteilt mit Mittelwert Null und jeweils bestimmter
(unbekannter) Varianz.

o Kovarianz der Personeneffekte und Fehler ist Null.
e Compound Symmetry (CS): Kovarianzen der Messwerte zwischen den Messzeitpunkten sind

identisch und Varianzen der Messwerte sind zwischen den Messzeitpunkten homogen.
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o Bei gemischten Designs: Varianzhomogenitdt sowie Gleichheit der Kovarianzmatrizen tber die

Faktorstufen des Zwischensubjektfaktors.

Wahrend die ersten drei dieser Voraussetzungen Ublicherweise nicht Uberprift werden (auch die
Varianzanalyse mit Messwiederholung ist relativ robust gegeniber Verletzung der
Normalverteilungsannahme, solange die dbrigen Annahmen gut erfallt sind; die anderen beiden
Voraussetzungen sollten durch ein passendes Studiendesign gewahrleistet werden), ist die Annahme der

CS vor der Durchfiihrung einer Varianzanalyse zu prifen.

Wie auch schon bei der Prifung der Varianzhomogenitat im Falle der Varianzanalyse ohne
Messwiederholung (Levenes Test), wird aber auch fur diesen Fall eine entsprechende Priifung
standardméBig in SPSS durchgefiihrt und Kkorrigierte Freiheitsgrade fiir die Berechnung des p-Werts
mittels der F-Statistik flir die gegebene Stichprobe berechnet. Strenggenommen handelt es sich bei dem
dafiir verwendeten Mauchly-Test nicht um einen Test der CS, sondern der abgeschwéchten Annahme
der Sphdrizitat, was fur die meisten Falle aber einen hinreichenden Test darstellen sollte. Ist der
Mauchly-Test signifikant (lblicherweise mit « = .05), so wird von Verletzung der Spharizitat (und, in
Extension, von Verletzung der CS) ausgegangen und korrigierte Werte fur die Freiheitsgrade der F-
Verteilung zur Berechnung des p-Wertes verwendet. Dafir stehen mehrere Korrekturverfahren zur
Verfligung. Haufig wird dabei auf das Verfahren nach Greenhouse-Geisser zuriickgegriffen. Dieses ist
aber sehr konservativ, weshalb stattdessen die Verwendung des etwas liberaleren Huynh-Feldt

Verfahrens empfohlen wird.

Das klingt alles recht kompliziert, die Praxis ist aber in diesem Fall deutlich einfacher als die
Theorie. Davon werden wir uns im Folgenden an je einem Beispiel fur eine einfaktorielle und eine

zweifaktorielle Varianzanalyse mit Messwiederholung sowie fiir ein gemischtes Design iberzeugen.

Durchfiihrung einer einfaktoriellen Varianzanalyse mit Messwiederholung in SPSS

Gegeben sind (fiktive) Depressionswerte (gemessen mit Becks Depressionsinventar) fiir eine Stichprobe
von n = 100 zuféllig ausgewéhlten Patientiinnen zu vier Messzeitpunkten wdéhrend einer
Psychotherapie. Die Fragestellung lautet: Unterscheiden sich die Erwartungswerte der

Depressionswerte zwischen den Messzeitpunkten in der Population der Patient:innen? Bei den
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Messzeitpunkten handelt es sich um einen Innersubjektfaktor: fiir jede Person gibt es vier Messwerte.
Dieser ist auch der einzige Faktor. Ist der Omnibustest fiir diesen Faktor signifikant, so gehen wir von
einem Unterschied der Erwartungswerte fir mindestens zwei der Messzeitpunkte aus und kénnen die
Frage demnach affirmativ beantworten. Das geeignete Verfahren fiir diese Fragestellung ist also eine
einfaktorielle Varianzanalyse mit Messwiederholung. Die Daten fur dieses Beispiel finden sich in der
Datei ,,Kap8datenl.sav“, die Sie in dem elektronischen Ergénzungsmaterial (Engl.: electronic

supplementary material) zu diesem Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen

kdnnen.

Zur Durchfiihrung einer einfaktoriellen Varianzanalyse mit Messwiederholung wahlen wir in
SPSS nun Analyze >> General Linear Model >> Repeated Measures.... Im sich 6ffnenden Meni
missen wir nun erst einmal unseren Messwiederholungsfaktor definieren. Dazu geben wir diesem
einmal einen Namen, z.B. ,,Messzeitpunkt“, und geben anschlieBend an, dass er iber 4 Stufen verfligt,
indem wir bei ,,Number of Levels“ die Zahl 4 eintragen, siche Abbildung 8.1 links. Dann klicken wir
auf ,,Add“, woraufthin die Angabe ,,Messzeitpunkt(4)“ in dem Feld rechts erscheint, siche Abbildung

8.1 rechts. Nun klicken wir auf ,,Define®.

Im sich 6ffnenden Fenster weisen wir die vier Variablen ,,BDI1¢, ,BDI2*, , BDI3*“ und ,,BDI4*
den vier Stufen des soeben definierten Messwiederholungsfaktors zu, indem wir alle vier Variablen

markieren und in das Fenster ,,Within-Subjects Variables (Messzeitpunkt)* ziehen, siche Abbildung 8.2.

t,-! @ Repeated Measures Define Factor(s) X
Within-Subject Factor Name: Within-Subject Factor Name
Messzeitpunkt |
Number of Levels: |4 Number of Levels: :I
Messzeitpunkt(4)
Measure Name: Measure Name:
Reset | | Cancel Help | m Reset | | Cancel Help ’

Abbildung 8.1. Definition unseres Messwiederholungsfaktors.
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Within-Subjects Variables Model
&4 D (Messzeitpunkt):
s
BDI22)
o [ Posttoc |
Post H
=
EM Means
Save
Between-Subjects Factor(s):
-
Covariates:
-»

| Paste

Reset ||Cance| Help |

Abbildung 8.2. Zuweisung unserer vier Variablen zu den vier Stufen unseres soeben definierten

Messwiederholungsfaktors.

Unter ,,Plots...“ wihlen wir dann noch aus, dass wir den Messwiederholungsfaktor auf der
horizontalen Achse darstellen wollen und auch gerne wieder Fehlerbalken hétten, die 95%-KI
entsprechen, siehe Abbildung 8.3. Unter ,,Options...“ wihlen wir ,,Descriptive statistics und
,.Estimates of effect size*. Unter ,,EM Means...* zichen wir schlieBlich noch den Faktor Messzeitpunkt
in das Feld ,,Display Means for*, wahlen ,,Compare main effects* und fordern eine Bonferroni-
Korrektur an, um p-Werte und Konfidenzniveaus fir alle paarweisen Vergleiche fur die Mittelwerte der
vier Messzeitpunkte entsprechend einer FWER von 5% zu adjustieren. Dann fuigen wir wieder alles in
eine Syntaxdatei ein, flhren die entsprechenden Kommandozeilen aus und wenden uns der dadurch

erzeugten, recht umfangreichen Ausgabe zu (die hier nicht dargestellt, sondern nur beschrieben wird).

In der Tabelle ,,Within-Subjects Factors® finden wir noch einmal die Definition unseres
Messwiederholungsfaktors. In der Tabelle ,,Descriptive Statistics* finden wir deskriptive Statistiken in
Form von Mittelwerten und Standardabweichungen unserer AV fir die vier Messzeitpunkte. Die Tabelle
»~Multivariate Tests* konnen wir ignorieren (Interessierte finden mehr Informationen zu dieser Tabelle
z.B. bei Field, 2024). In der Tabelle ,,Mauchly’s Test of Sphericity* finden wir das Ergebnis des
Mauchly-Tests. Wir sehen, dass dieser signifikant ist und werden daher unten die Ergebnisse flir geman

Huynh-Feldt korrigierte Freiheitsgrade und p-Werte berichten.
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Eactors: Horizontal Axis:
Messzeitpunkt -

Separate Lines:

Separate Plots:

Plots:

Messzeitpunkt

Chart Type:
® Line Chart
(O Bar Chart

Error Bars

[+] Include Error bars
® Caonfidence Interval (95.0%)
(O Standard Error

[ ] Include reference line for grand mean
[]¥ axis starts at 0

[T | Cancel Help

Abbildung 8.3. Anforderung einer grafischen Darstellung von Punkt- und Intervallschatzungen unserer

Populationsmittelwerte fiir die vier Messzeitpunkte.

In der Tabelle ,, Tests of Within-Subjects Effects finden wir die eigentlichen Ergebnisse unserer
Varianzanalyse. Hier schauen wir uns aufgrund der Signifikanz des Mauchly-Tests lediglich die Zeilen
an, die mit ,,Huynh-Feldt“ bezeichnet werden, um Freiheitsgrade, F- und p-Wert sowie Effektstarke fur
unsere Varianzanalyse abzulesen. In unserem Fall also: F(2.86,283.40) = 146.84, p < .001, 77;27 =.60. Die
Effektstarke sagt uns in diesem Fall, dass 60% der Variabilitit im Depressionswert durch den
Messzeitpunkt erklart werden konnen. Das ist ein sehr grofRer Wert. Auch hier gelten gemaR Cohens
Heuristik (1988) wieder Effektstarken zwischen 0.01 und 0.06 als klein, zwischen 0.06 und 0.14 als

mittel, und ab 0.14 als groR.

Die Tabelle ,,Tests of Within-Subjects Contrasts“ konnen wir wieder ignorieren. Die Tabelle
,Tests of Between-Subjects Effects ebenfalls, da sie uns ohne Zwischensubjektfaktoren keine

inhaltlich interessanten Ergebnisse liefert.
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Im Abschnitt ,,Estimated Marginal Means* finden wir die Ergebnisse fiir unsere angeforderten
paarweisen Vergleiche. In der Tabelle ,,Estimates* finden wir Punkt- und Intervallschatzungen fir die
auf Basis der vier Stichproben ermittelten Populationsmittelwerte. In der Tabelle ,,Pairwise
Comparisons® finden wir paarweise Tests fiir Gleichheit der jeweiligen Populationsmittelwerte. Die p-
Werte und Konfidenzniveaus der Konfidenzintervalle fir die Mittelwertdifferenzen sind hier jeweils
nach der Methode Kkorrigiert, die wir angefordert haben; in unserem Fall also nach Bonferroni. Wir
sehen, dass sich die AV fiir den ersten und den letzten Messzeitpunkt von allen anderen Messzeitpunkten
signifikant unterscheiden (p < .001). Die AV zu den Messzeitpunkten 2 und 3 unterscheiden sich
allerdings nicht voneinander (p = .766). Die Tabelle ,,Multivariate Tests* konnen wir auch hier wieder

ignorieren.

Schlielich bekommen wir auch unsere angeforderte graphische Darstellung inklusive der
gewunschten 95%-KI (die numerischen Werte fir diese haben wir in der Tabelle , Estimates* etwas
weiter oben gegeben), siehe Abbildung 8.4. Auch an dieser Darstellung erkennen wir, dass die Annahme

einer Verringerung der Depressionswerte tiber den Therapieverlauf ganz plausibel erscheint.

Estimated Marginal Means of MEASURE_1

25

20

Estimated Marginal Means

Messzeitpunkt

Error bars: 95% CI

Abbildung 8.4. Graphische Darstellung der mittleren Depressionsniveaus und derer 95%-KI (ber die

vier Messzeitpunkte.
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Ergebnisbericht

Ein Ergebnisbericht fir diese Ergebnisse konnte wie folgt aussehen: ,,Da die Voraussetzung der
Spharizitat verletzt war (p = .043), werden im Folgenden Huynh-Feldt-korrigierte Werte berichtet. Der
Messzeitpunkt hat einen signifikanten Einfluss auf den Depressionswert, F(2.86,283.40) = 146.84, p <
.001, 775 = .60, d.h. 60% der Variabilitat im Depressionswert kdnnen durch den Messzeitpunkt erklart
werden. Post-hoc Tests mit p-Wert-Korrektur fur multiple Vergleiche gemé&R Bonferroni ergaben
zudem, dass sich die Depressionswerte zu Messzeitpunkt 1 und 4 von den Depressionswerten zu allen
anderen Messzeitpunkten signifikant unterscheiden (p < .001), wahrend sich die Depressionswerte zu
den Messzeitpunkten 2 und 3 nicht signifikant voneinander unterscheiden (p = .766). Deskriptive
Statistiken sind in Tabelle 8.1 gegeben. Der Verlauf der mittleren Depressionswerte sowie derer 95%-

KI Uber die Messzeitpunkte hinweg ist in Abbildung 8.4 dargestellt.”

Tabelle 8.1

Deskriptive Statistiken
Messzeitpunkt M SD n
1 24.10 4.87 100
2 15.28 4.05 100
3 14.35 4.27 100
4 10.11 5.58 100

Durchfiihrung einer zweifaktoriellen Varianzanalyse mit Messwiederholung in SPSS

Gegeben sind Leistungsindizes von 26 (fiktiven) Personen, die an einem Aerobic-Kurs teilggnommen
haben. Bei diesem Kurs wurde an unterschiedlichen Tagen unter unterschiedlichen Bedingungen
trainiert. Zu einem Zeitpunkt wurde ohne Musik und mit 2kg-Hanteln, zu einem anderen Zeitpunkt mit
Musik und mit 2kg-Hanteln, wieder zu einem anderen Zeitpunkt ohne Musik und mit 5kg-Hanteln, und
zu einem vierten Zeitpunkt mit Musik und mit 5kg-Hanteln trainiert. Die Forschungsfrage lautete: Wie
wirkt sich Musik und das Gewicht der verwendeten Hanteln auf die Leistung von Teilnehmer:innen in

einem Aerobic-Kurs aus?
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Da sowohl fur den Faktor Musik als auch fir den Faktor Gewicht jeweils 2 Stufen vorliegen,
handelt es sich in diesem Fall um eine zweifaktorielle Varianzanalyse mit Messwiederholung mit einem
2x2 Design (d.h. 2 Faktoren mit jeweils 2 Stufen). Es handelt sich in beiden Fallen um
Messwiederholungsfaktoren, da die Leistung fur jede Person fir jede Stufe jeden Faktors erhoben
wurde. Die Daten fiir dieses Beispiel finden sich in der Datei ,,Kap8daten2.sav, die Sie in dem
elektronischen Ergénzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument

finden, das Sie unter https://osf.io/9tcx3/ herunterladen konnen.

Um eine entsprechende Varianzanalyse in SPSS durchzufiihren, wahlen wir wieder Analyze >>
General Linear Model >> Repeated Measures... aus. Dort mussen wir jetzt allerdings zwei
Messwiederholungsfaktoren definieren. Dazu geben wir dem ersten erst einmal einen Namen, z.B.
»Musik®, und geben bei ,,Number of Levels* die Zahl 2 an, da der Faktor 2 Stufen hat. Dann klicken
wir auf ,,Add“. Anschliefend definieren wir einen zweiten Faktor. D.h. wir geben ihm einen Namen,
z.B. ,,Gewicht“, und geben wiederum an, dass er 2 Stufen hat, und klicken wieder auf ,,Add*. Die ganze

Prozedur ist graphisch in Abbildung 8.5 dargestellt (von links nach rechts). AnschlieRend klicken wir

auf ,,Define*.
Q epea Me efine | r . t-) Repeated Measures Define Factor(s) X @ Repeated Measures Define Factor(s) X
Within-Subject Factor Name: Within-Subject Factor Name: Within-Subject Factor Name:
Musik | Gewicht | |
Number of Levels: |2 Number of Levels: ZI Number of Levels:
Musik Musik
Add Add usik(2) Add USI. (2)
Gewicht(2)
Measure Name: Measure Name: Measure Name:
Define IBeset ICancelH Help l m’ Reset Cance!H Help | ml Reset C:—mcel|| Help |

Abbildung 8.5. Definition von zwei Messwiederholungsfaktoren, jeweils mit 2 Stufen.
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Im sich 6ffnenden Men( missen wir nun die vier Variablen passend zu den vier Kombinationen
aus den jeweils 2 Stufen der beiden soeben definierten Faktoren zuordnen. Der erste Faktor ist Musik,
der zweite Gewicht, d.h. die Kombinationen (1,1) und (1,2) stehen fiir (leise,2kg) und (leise,5kg) mit
den Bezeichnungen aus der Datendatei. D.h. wir ziehen zuerst die Variable leise2kg in das Feld ,,Within-
Subjects Variables (Musik,Gewicht)* und dort in die erste Zeile ,, ? (1,1)*. Dann ziehen wir die
Variable leise5kg in das Feld ,,Within-Subjects Variables (Musik,Gewicht)“ und dort in die zweite Zeile
»_? (1,2). Dann kiimmern wir uns um die verbleibenden beiden Variablen, die die Leistungsindizes
fiir die beiden Bedingungen enthalten, in denen mit Musik trainiert wurde. D.h. wir ziehen die Variable
musik2kg in das Feld ,,Within-Subjects Variables (Musik,Gewicht)* und dort in die dritte Zeile
»_ 1 (2,1)¢. SchlieBlich ziehen wir die Variable musik5kg in das Feld ,,Within-Subjects Variables

(Musik,Gewicht)“ und dort in die vierte Zeile ,, ? (2,2)*.

Unter ,,Plots...“ fordern wir analog zum vorhergehenden Kapitel zwei Grafiken an. Einmal mit
dem Faktor Musik auf der horizontalen Achse (,,Horizontal Axis*) und verschiedenen Linien (,,Separate
Lines*) fur den Faktor Gewicht, und einmal umgekehrt. In beiden Fallen wollen wir aber auch wieder

Fehlerbalken, die 95%-KI entsprechen.

Unter ,,Options...* fordern wir wieder ,,Descriptive statistics“ sowie ,,Estimates of effect size
an. Unter ,,EM Means...“ wollen wir diesmal alle paarweisen Vergleiche fiir beide Faktoren. Wir ziehen
daher ,,Musik*Gewicht in das Feld ,,Display Means for*, wihlen ,,Compare simple main effects” und
wéhlen dann flr die Korrektur von p-Werten und Konfidenzniveaus wieder ,,Bonferroni aus. Dann
fligen wir wieder alles in eine Syntaxdatei ein und fiihren die Kommandozeilen aus, woraufhin wieder
eine umfangreiche Ausgabe erzeugt wird (die hier wiederum nicht abgebildet, sondern nur beschrieben

wird). Bei dieser beschranken wir uns im Folgenden nur mehr auf die wesentlichen Aspekte.

Deskriptive Statistiken fir alle mdglichen Kombinationen aus Faktorstufen finden wir wieder
in der Tabelle ,,.Descriptive Statistics®. Mauchly Tests bekommen wir im Fall einer zweifaktoriellen
Varianzanalyse mit Messwiederholung fiir jeden Faktor sowie fur deren Interaktion. Hier sieht das
Ergebnis allerdings seltsam aus, was aber in diesem Fall tatséchlich so sein sollte. Der Mauchly-Test

pruft die Gleichheit der Varianzen der Differenzen zwischen mehreren Faktorstufen von abhangigen
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Variablen (das ist — vereinfacht gesagt — was der Test auf Sphérizitdt macht). Fir jede der beiden
abhangigen Variablen gibt es allerdings hier nur zwei Faktorstufen, d.h. nur eine Differenzvariable. Bei
lediglich einer Differenzvariable mit einer dazugehorigen Varianz gibt es aber keine andere
Differenzvariable bzw. Varianz, mit der diese verglichen werden kann, d.h. der Mauchly-Test kann bei
zwei Faktorstufen nicht durchgefuhrt werden. Man kann auch sagen, dass bei zwei Faktorstufen
Sphérizitdt immer erflllt ist (bei nur einer Differenzvariable haben selbstverstandlich alle
Differenzvariablen dieselbe Varianz, da es ja nur eine gibt). Aus diesem Grund ist die Tabelle

»Mauchly’s Test of Sphericity* leer bzw. sind alle Korrekturfaktoren gleich Eins.

In der Tabelle ,,Tests of Within-Subjects Effects” finden wir die Ergebnisse unserer Varianz-
analysen (da wir ja zwei Faktoren haben, fiihren wir wiederum drei Omnibustests durch: einen fiir jeden
Faktor und einen fur die Interaktion). Im Abschnitt Musik finden wir die Ergebnisse fur den Test unseres
Faktors Musik, d.h. F(1,25) = 7.43, p =.012, n;, = 0.23. Was bedeutet die Effektstarke im Fall mehrerer
Faktoren? In diesem Fall entspricht die Effektstarke dem Anteil der Varianz, den dieser Faktor aufkléaren
kann, der nicht bereits durch andere Faktoren oder die Interaktion aufgeklart werden kann. Die Heuristik
nach Cohen (1988) bleibt wie bisher bestehen, hier liegt also ein groler Effekt fur den Faktor Musik

VOr.

Im Abschnitt Gewicht finden wir die Ergebnisse fur den Test unseres Faktors Gewicht, d.h.
F(1,25) = 56.08, p <.001, n7;, = 0.69. Auch hier liegt also ein groRer Effekt nach Cohen (1988) vor. Im
Abschnitt ,,Musik * Gewicht* finden wir die Ergebnisse fiir den Test der Interaktion zwischen beiden
Faktoren, d.h. F(1,25) = 18.57, p <.001, n; = 0.43. Auch hier liegt also ein groRer Effekt nach Cohen

(1988) vor.

Im Abschnitt ,,Estimated Marginal Means* finden wir schlielich wieder alle Informationen zu
unseren angeforderten paarweisen Vergleichen. Da wir zwei Faktoren haben, gibt es wieder zwei
Unterabschnitte. Zuerst finden wir die paarweisen Vergleiche fur die zwei Stufen des Faktors Musik fir
jede Stufe des Faktors Gewicht. Wir sehen, dass sich die Leistung nur bei hohem Gewicht zwischen den
beiden Musikbedingungen signifikant unterscheidet (p < .001). Bei niedrigem Gewicht gibt es keinen

signifikanten Unterschied (p = .234). Im zweiten Unterabschnitt sehen wir, dass sich die Leistung bei
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niedrigerem und hoherem Gewicht in beiden Musikbedingungen signifikant unterscheidet, sowohl ohne

Musik (p < .001) als auch mit Musik (p =.001).

Im Abschnitt ,.Profile Plots* finden wir wiederum unsere angeforderten graphischen

Darstellungen. Diese illustrieren sehr schon, dass beide Faktoren eine Rolle spielen, dass zudem aber

der Faktor Musik eine erhebliche Rolle nur dann spielt, wenn mit gréRerem Gewicht trainiert wird, siehe

Abbildung 8.6. Bei niedrigerem Gewicht unterscheiden sich die mittleren Leistungen kaum (und die

plausiblen Bereiche tberlappen stark). Das entspricht gerade unserem Interaktionseffekt von oben und

illustriert ein weiteres Mal, weshalb eine einfache Interpretation der Haupteffekte bei bestehender

Interaktion nicht ohne weiteres méglich ist.

v0.00

60.00

20.00

Estimated Marginal Means

40.00

Estimated Marginal Means of MEASURE_1

Gewicht

1
—2

Musik
Error bars: 95% CI

Abbildung 8.6. Mittlere Leistungsindizes fur einen Aerobic-Kurs in Abhéngigkeit vom Gewicht der

Hanteln, mit denen trainiert wurde, sowie von der Tatsache, ob mit oder ohne Musik trainiert wurde.

Fehlerbalken entsprechen 95%-KI.

231



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Ergebnisbericht

Ein Ergebnisbericht fiir dieses Beispiel konnte wie folgt aussehen: ,,Im Mittel gibt es einen
signifikanten Unterschied in der Aerobic-Leistung abhéngig davon, ob Musik gespielt wird oder nicht,
F(1,25) = 7.43, p = .012, 5,? = .23. Einen signifikanten Unterschied gibt es auch abhangig vom Gewicht
der verwendeten Hanteln, F(1,25) = 56.08, p < .001, 5, = .69. Ferner besteht eine signifikante
Wechselwirkung zwischen den Faktoren Musik und Gewicht der Hanteln, F(1,25) = 18.57, p <.001, 7,
= .43. Um paarweise Unterschiede zu untersuchen wurden post-hoc Tests mit p-Wert-Korrektur fir
multiple Vergleiche geméaR Bonferroni berechnet. Bei 2kg-Hanteln macht es fir die Leistung keinen
signifikanten Unterschied, ob Musik gespielt wird (M = 61.58, SD = 9.70, n = 26 in jeder Bedingung)
oder nicht (M = 65.00, SD = 10.31), p = .234. Bei 5kg-Hanteln zeigen die Teilnehmer:innen mit Musik
(M =50.77, SD = 10.34) eine signifikant hohere mittlere Leistung als ohne Musik (M = 37.23, SD =
10.86), p < .001. Die Leistung ist mit 2kg-Hanteln immer signifikant hoher als mit 5kg-Hanteln, egal ob
Musik gespielt wird (p = .001) oder nicht (p < .001). Eine graphische Darstellung dieser Ergebnisse

inklusive 95%-KI flr die mittleren Leistungsindizes ist in Abbildung 8.6 gegeben.*

Durchflihrung einer zweifaktoriellen Varianzanalyse mit gemischtem Design in SPSS

Zur lllustration eines gemischten Designs greifen wir auf einen &hnlichen Datensatz wie oben fir die
einfaktorielle Varianzanalyse mit Messwiederholung zuriick. Gegeben sind wiederum Depressions-
werte, dieses Mal allerdings zu drei Messzeitpunkten und von 200 fiktiven Patient:innen, von welchen
jeweils 100 entweder eine Verhaltenstherapie oder eine Mischung aus verschiedenen Therapien (=
Therapiemix) in Anspruch genommen haben. Bei den Messzeitpunkten handelt es sich um den Beginn
der Therapie, sowie sechs und zwdlf Wochen nach Beginn der Therapie. Die Fragestellung lautet
diesmal: Unterscheidet sich die Wirkung der Therapiemethoden abh&ngig vom zeitlichen Verlauf? Die
Daten fiir dieses Beispiel finden sich in der Datei ,,Kap8daten3.sav, die Sie in dem elektronischen
Ergdnzungsmaterial (Engl.: electronic supplementary material) zu diesem Dokument finden, das Sie

unter https://osf.io/9tcx3/ herunterladen kdnnen.

In diesem Fall liegt ein sog. gemischtes Modell vor, da es sich nur bei einem der beiden Faktoren
um einen Messwiederholungsfaktor handelt, ndmlich beim Messzeitpunkt, der liber drei Stufen verflgt.

D.h. fur jede:n Patient:in liegen drei Depressionswerte zu jeweils einem der drei Messzeitpunkte vor.
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Bei dem anderen Faktor, der Therapieform, handelt es sich hingegen um einen Zwischensubjektfaktor,
da jede:r Patient:in entweder in der einen Stufe (Verhaltenstherapie) oder in der anderen Stufe
(Therapiemix) vorliegt. Insgesamt wird also eine zweifaktorielle Varianzanalyse in einem gemischten

2x3 Design durchgefihrt.

Zur Durchfiihrung wahlen wir erst wieder Analyze >> General Linear Model >> Repeated
Measures... und definieren anschlieend unseren 3-stufigen Messwiederholungsfaktor, dem wir z.B.
wieder den Namen ,,Messzeitpunkt® geben. Nach Klick auf ,,Define* weisen wir die drei Variablen
»BDI1*,  BDI2“und ,,BDI3* wieder (in der richtigen Reihenfolge) unseren drei Faktorstufen zu. Zudem
haben wir in diesem Beispiel noch einen Zwischensubjektfaktor, die Variable Therapie, die wir daher

in das Feld ,,Between-Subjects Factor(s)“ ziehen, siehe Abbildung 8.7.

Unter ,,Plots...“ fordern wir wieder eine graphische Darstellung unserer Resultate an, mit dem
Messzeitpunkt auf der horizontalen Achse und den Therapieformen in unterschiedlichen Linien (dies
sollte fur diesen Fall in dieser einen Form geniigen, um unsere Fragestellung zu erhellen).
Selbstverstandlich wollen wir neben der Punktschatzung (Mittelwert) auch eine Darstellung plausibler

Bereiche durch entsprechende Konfidenzintervalle.

Unter ,,Options...“ fordern wir dieses Mal neben ,,Descriptive statistics* und ,,Estimates of
effect size™ auch noch ,,Homogeneity tests“ an, da wir auch einen Zwischensubjektfaktor vorliegen
haben. Unter ,,EM Means...* verlangen wir wieder paarweise Vergleiche fiir beide Therapieformen
bzw. zu allen Messzeitpunkten, indem wir ,,Therapie * Meszeitpunkt* in das Feld ,,Display Means for*
ziehen, ,,Compare simple main effects” anwahlen und die Bonferroni-Methode zur Korrektur von p-

Werten und Konfidenzniveaus auswéhlen.

Nach Ausfihren der entsprechenden Kommandozeilen in der Syntaxdatei bekommen wir
wieder eine sehr umfangreiche Ausgabe, von der wir hier wieder nur die wesentlichen Bestandteile
erlautern. In der Tabelle ,,Descriptive Statistics* haben wir wieder deskriptive Statistiken in Form von

Mittelwerten und Standardabweichungen fir alle Kombinationen an Faktorstufen gegeben.

In der Tabelle ,,Box’s Test of Equality of Covariance Matrices™ haben wir einen Test auf
Gleichheit der Kovarianzmatrizen fir alle Faktorstufen unseres Zwischensubjektfaktors. Diese

233



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Voraussetzung ist im Fall eines gemischten Designs zusétzlich zu prifen. Wie bei Levenes Test (siehe
unten) gilt: ist dieser Test signifikant (liblicherweise mit a =.01) kann davon ausgegangen werden, dass
die Voraussetzung nicht erfullt ist. In diesem Fall musste dann auf ein sog. robustes Verfahren
zuriickgegriffen werden (siehe z.B. Mair & Wilcox, 2020), die im Rahmen dieser Ubungen aber nicht
behandelt werden. Im vorliegenden Fall ist der Box-Test nicht signifikant, p = .996, und wir kdnnen
ohne weitere Umschweife mit der Uberpriifung der Sphérizitit weitermachen und sehen, dass auch der
Mauchly-Test nicht signifikant ist, p = .556. Bleibt noch die Uberpriifung der Varianzhomogenitit in
der Tabelle ,,Levene’s Test of Equality of Error Variances®. Auch hier konnen wir erleichtert aufatmen,

da Levenes Test zu keinem der drei Messzeitpunkte signifikant ist, p > .05.

Damit kénnen wir schlieBlich zu den eigentlichen Ergebnissen unserer Varianzanalyse kommen.
Einen Teil davon finden wir wieder in der Tabelle ,,Tests of Within-Subjects Effects”. Dort sehen wir,
dass wir einen signifikanten Haupteffekt fir den Faktor Messzeitpunkt haben, F(2, 396) = 2897.67, p <
.001, 7722j = .94, also wiederum einen (sehr) groRen Effekt des Messzeitpunkts. Wir sehen auch, dass eine
signifikante Interaktion zwischen dem Messzeitpunkt und der Therapieform besteht, F(2, 396) = 26.25,
p <.001, 77;2; = .12, d.h. mit einem mittleren Effekt gem&R Cohens Heuristik (1988). Dies beantwortet
im Prinzip schon unsere Forschungsfrage: Die Wirkung der Therapieformen scheint sich in der Tat

abhéangig vom Zeitverlauf zu unterscheiden!

) ﬂithin-S.ubjects Variables Model
éalD (Messzeitpunkt):
? R TG
BDI2(2)
o01%)
- EM Means
Between-Subjects Factor(s):
&> Therapie
Covariates:
| Paste || Reset | |Cancel || Help |

Abbildung 8.7. Definition einer Varianzanalyse mit gemischtem Design in SPSS.
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Allerdings wollen wir auch noch wissen, ob sich die mittleren Depressionswerte fir die beiden
Therapieformen ohne Ruiicksicht auf den Messzeitpunkt voneinander unterscheiden. D.h. wir sind auch
daran interessiert, ob es einen Haupteffekt fir die Therapieform gibt. Diese Frage kann uns nun die
Tabelle ,,Tests of Between-Subjects Effects* erhellen, die fiir uns nun auch endlich interessant geworden
ist, da wir mit der Therapieform einen Zwischensubjektfaktor vorliegen haben. In dieser Tabelle kénnen
wir ablesen, dass es auch einen signifikanten Haupteffekt fur die Therapieform gibt, F(1, 198) = 168.31,

p <.001, 175 = .46, d.h. ein groRer Effekt gemall Cohens Heuristik (1988).

Im Abschnitt ,,Estimated Marginal Means* finden wir wieder sémtliche Informationen zu den
angeforderten paarweisen Mittelwertvergleichen. Hier erkennen wir z.B. in der (ersten) Tabelle
»Pairwise Comparisons® (diese Tabelle gibt es ja wieder zweimal), dass sich die mittleren
Depressionswerte fiir Verhaltenstherapie und Therapiemix zum ersten Messzeitpunkt nicht signifikant
unterscheiden (p = .058), wahrend sie es fir den Zeitpunkt 2 und 3 jeweils tun (p < .001). Dies macht
auch durchaus Sinn, da ja der erste Zeitpunkt den Therapiebeginn bezeichnet und sich da zuféllig
gezogene Stichproben depressiver Patient:innen in ihren mittleren Depressionswerten nur selten stark
unterscheiden sollten, da der Populationsmittelwert ja ein- und derselbe sein sollte. Zu den anderen
beiden Zeitpunkten sehen wir aber, dass sich zwischen den beiden Therapieformen eine Licke auftut,
was es ganz so aussehen lasst, als wiirde sich der Therapiemix besser auf die Depressionssymptomatik
auswirken als die Verhaltenstherapie alleine. Mit zunehmender Zeit scheint diese Liicke auch groier zu
werden, die Bereiche flr plausible Werte tberlappen nicht, d.h. es scheint auch unwahrscheinlich, dass

es sich bei der Zunahme des Unterschieds nur um eine Zufallsschwankung handelt.

In der zweiten Tabelle mit der Uberschrift ,,Pairwise Comparisons* sehen wir schlieBlich noch,
dass sich die mittleren Depressionswerte in beiden Therapieformen zwischen allen drei Zeitpunkten
signifikant unterscheiden (p < .001); in beiden Therapieformen nimmt die Depressionssymptomatik also
tber die Zeit hinweg ab. Diesen Verlauf sowie die oben konstatierte Tatsache der sich 6ffnenden Liicke
zwischen den beiden Therapieformen sehen wir auch in der graphischen Darstellung der Resultate in
Abbildung 8.8 noch einmal schon illustriert. Der Interaktionseffekt zeitigt sich in diesem Beispiel also
insofern, dass die Abnahme der Depressionssymptomatik tber die Zeit hinweg je nach Therapieform

unterschiedlich stark ausgepragt ist.
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Estimated Marginal Means of MEASURE_1

40 Therapie (1=VT,
2=Therapiemix)

“erhaltenstherapie
— Therapiemix

35
30

25

20

Estimated Marginal Means

15

1 2 3

Messzeitpunkt
Error bars: 95% Cl
Abbildung 8.8. Mittlere Depressionswerte (iber die drei Messzeitpunkte fir beide Therapieformen.

Fehlerbalken entsprechen 95%-KI.

Ergebnisbericht

Ein Ergebnisbericht fiir dieses Beispiel konnte wie folgt aussehen: ,,Weder der Box Test (p =.996) noch
Mauchlys Test (p = .556) noch Levenes Tests auf jeder Faktorstufe des Messwiederholungsfaktors
(jeweils p > .05) waren signifikant, weshalb davon ausgegangen wird, dass die VVoraussetzungen fur
eine Varianzanalyse mit einem gemischten Design erfullt sind. Die mittleren Depressionswerte
unterscheiden sich signifikant fur die drei Messzeitpunkte, F(2, 396) = 2897.67, p <.001, ng = .94, was
einem groRen Effekt gem&R Cohen (1988) entspricht. Die mittleren Depressionswerte unterscheiden
sich zudem signifikant zwischen den beiden Therapieformen, F(1, 198) = 168.31, p < .001, 77;2; = .46,
was ebenfalls einem groRen Effekt gemall Cohens Heuristik (1988) entspricht. SchlieBlich gibt es eine
signifikante Interaktion zwischen Therapieform und Messzeitpunkt, F(2, 396) = 26.25, p < .001, nf, =
.12, was geméal Cohens Heuristik (1988) einem mittleren Effekt entspricht. Flr paarweise post-hoc
Vergleiche werden gem&R Bonferroni korrigierte p-Werte berichtet. Fir beide Therapieformen
unterscheiden sich die mittleren Depressionswerte signifikant voneinander zwischen allen

Messzeitpunkten (p < .001). Insbesondere nehmen die Depressionswerte fiir beide Therapieformen Uber
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die Zeit hinweg ab. Zu Messzeitpunkt 1, d.h. zu Beginn der jeweiligen Therapie, unterscheiden sich die
mittleren Depressionswerte flr die beiden Therapieformen nicht signifikant voneinander (p = .058),
wéhrend sie sich fur die anderen beiden Messzeitpunkte signifikant voneinander unterscheiden (p <
.001). Insbesondere sind die mittleren Depressionswerte jeweils niedriger fir den Therapiemix als fur
die Verhaltenstherapie und der Unterschied nimmt in der Zeit zu. Deskriptive Statistiken fir alle
Kombinationen aus Therapieform und Messzeitpunkt sind in Tabelle 8.2 zu finden. Eine graphische
Darstellung von Punkt- und Intervallschatzungen fur die mittleren Depressionswerte zu den einzelnen

Messzeitpunkten fiir beide Therapieformen ist in Abbildung 8.8 gegeben.*

Tabelle 8.2
Deskriptive Statistiken
Messzeitpunkt Therapieform M SD n
1 Verhaltenstherapie 38.91 2.89 100
Therapiemix 38.11 3.04 100
2 Verhaltenstherapie 29.46 2.77 100
Therapiemix 26.43 2.81 100
3 Verhaltenstherapie 18.39 3.00 100
Therapiemix 13.27 3.06 100

Stichprobenplanung

Eine Stichprobenplanung furr die Omnibustests der varianzanalytischen Modelle mit Messwiederholung
ist noch etwas komplizierter als im Fall ohne Messwiederholung. Da die statistischen Hypothesen der
Omnibustests ohnehin nur selten inhaltliche Forschungsfragen beantworten kénnen (Bihner et al.,

2025), verzichten wir hier auf die Beschreibung.

Fur einfache Parameterdifferenzen kann auf die besprochenen Verfahren fur Hypothesentests

und Konfidenzintervalle im Zwei-Stichprobenfall zuriickgegriffen werden (Buhner et al., 2025).
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Ubungsaufgaben
Alle im Folgenden bendtigten Datendateien kdnnen Sie in dem elektronischen Ergénzungsmaterial
(Engl.: electronic supplementary material) zu diesem Dokument finden, das Sie unter

https://osf.io/9tcx3/ herunterladen kénnen.

Beispiel 8.1
Was gehdrt zu den Voraussetzungen der Varianzanalyse mit vollstandiger Messwiederholung (d.h. kein

gemischtes Design)?

(a) Die UV muss intervallskaliert sein.
(b) Die Voraussetzung der Compound Symmetry muss erfillt sein.
(c) Die Kovarianz der Personeneffekte und der Fehler muss Null sein.

(d) Die AV muss auf jeder Stufe aller Messwiederholungsfaktoren gleichverteilt sein.

Beispiel 8.2

Was gehort zu den Voraussetzungen der Varianzanalyse mit gemischtem Design?

(a) Varianzhomogenitéat der AV beziglich des Zwischensubjektfaktors.
(b) Gleichheit der Kovarianzmatrizen Uber die Faktorstufen des Innersubjektfaktors.
(c) Gleichheit der Kovarianzmatrizen Uber die Faktorstufen des Zwischensubjektfaktors.

(d) Varianzhomogenitat der AV beziiglich des Innersubjektfaktors.

Beispiel 8.3

Geben Sie flr jede der folgenden Aussagen an, ob sie richtig oder falsch ist.

Nr. | Aussage R/F

1) Bei der Effektstarke 77;2; werden Werte ab 0.01/0.06/0.14 gemé&R Cohen (1988) als

klein/mittel/groR bezeichnet.

2) Beim Box Test handelt es sich um einen Test der Sphérizitat.

3) Die Greenhouse-Geisser-Korrektur ist zu konservativ, weshalb besser die Huynh-

Feldt-Korrektur verwendet werden sollte.

4) Die Gleichheit der Kovarianzmatrizen kann mit Mauchlys Test Uberpriift werden.
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Beispiel 8.4

Ein (fiktiver) Nationalparkprogramm mochte sein Veranstaltungsprogramm evaluieren. Insbesondere
soll herausgefunden werden, ob sich durch die Teilnahme am Programm, das Umweltverhalten von
Teilnehmer:innen kurz- bzw. langfristig andert. Dazu wird allen Teilnehmer:innen Uber einen
bestimmten Zeitraum u.a. ein Fragebogen zum Umweltverhalten vor Beginn sowie ein Monat und ein
Jahr nach einer entsprechenden Veranstaltung ausgehandigt. Bei der Skala zum Umweltverhalten kann
jede Person 0 bis maximal 24 Punkte erhalten. Die Fragestellung lautet: Unterscheidet sich das

Umweltverhalten von Teilnehmer:innen zu diesen drei Zeitpunkten und falls ja, wie?

Sie finden die Daten fiir dieses Beispiel in der Datei ,,Kap8UE4.sav*. Wihlen Sie ein
angemessenes statistisches Verfahren, um die Fragestellung auf Basis der gegebenen Daten zu

beantworten, und fertigen Sie einen entsprechenden Ergebnisbericht an.

Beispiel 8.5

Ein Psychologe erforscht wie sich die Bedeutung des Lernmaterials auf die Gedachtnisleistung auswirkt.
Dazu lasst er 50 Studierende sowohl 17 Paare sinnloser Silben sowie 17 Paare aus deutschen und
japanischen Begriffen erlernen. Die Behaltensleistung fragt der Forscher danach zu drei Zeitpunkten ab:
(i) eine halbe Stunde nach dem Erlernen der Begriffe, (ii) einen Tag spater, (iii) eine Woche spéter. Die
Forschungsfrage lautet: Hangt die Zeitabhangigkeit der Behaltensleistung von der Bedeutung des

Lernmaterials ab?

Sie finden die Daten fiir dieses Beispiel in der Datei ,,Kap8UES5.sav“. Wéhlen Sie ein
angemessenes statistisches Verfahren, um die Fragestellung auf Basis der gegebenen Daten zu

beantworten, und fertigen Sie einen entsprechenden Ergebnisbericht an.

Beispiel 8.6

Ein Patient leidet neuerdings an erhéhtem Blutdruck und seine Medikation muss so eingestellt werden,
dass der Ruheblutdruck sich stabil in einem Normalbereich befindet, d.h. der systolische (= der
obere/hdhere) Blutdruckwert sollte sich zwischen 115 und 125 mmHg und der diastolische (= der

untere/niedrigere) Wert zwischen 70 und 80 mmHg befinden.
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In der Datei ,,Kap8UEG6.sav* finden Sie Blutdruckwerte fiir diesen Patienten, die {iber lingere
Zeitraume bei drei verschiedenen Medikationen sowohl am linken als auch am rechten Arm gemessen
wurden. Bei den drei verschiedenen Medikationen handelt es sich um Gabe von (i) 8 mg Candesartan
abends und 8 mg Candesartan morgens, (ii) 8 mg Candesartan abends und 16 mg Candesartan morgens,

(iii) 8 mg Candesartan sowie 5 mg Amlodipin abends und 16 mg Candesartan morgens.

Sie kdnnen fiir dieses Beispiel davon ausgehen, dass die VVoraussetzungen fir Varianzanalysen
mit Messwiederholung erftllt sind (Sie konnen sich selbst davon liberzeugen, dass sie es eigentlich nicht
sind, aber da wir fiir diesen Fall keine angemessenen robusten Verfahren im Rahmen dieser Ubungen
besprechen, kénnen Sie fir dieses Beispiel so tun, als ware alles in Ordnung). Verwenden Sie ferner ein

Signifikanzniveau von a = .05 sowie ein Konfidenzniveau von .95 fiir dieses Beispiel.

Bilden Sie zuerst jeweils einen mittleren systolischen und diastolischen Blutdruckwert aus den
beiden Werten fiir die beiden Arme. Untersuchen Sie anschlieRend, ob die beiden Blutdruckwerte sich
fur die drei Medikationen unterscheiden, und falls ja wie. Erstellen Sie einen angemessenen
Ergebnisbericht und berichten Sie auch plausible Werte fur die beiden Blutdruckwerte fir die drei
Medikationen. Welche Medikation erscheint Ihnen aufgrund Ihrer Resultate fiir diesen Patienten am

passendsten?

Beispiel 8.7

Eine (fiktive) Forschungsgruppe mdchte wissen wie sich unterschiedliche Lehrmethoden auf die
Entwicklung von Statistik-Expertise auswirken. Dazu werden jeweils 120 Studierende mit zwei
unterschiedlichen Lehrmethoden ein Semester lang in Statistik unterrichtet. In einer Gruppe wird
traditionelle Lehre eingesetzt (Powerpoint-Vortrag und schriftliche Klausur), in der anderen Gruppe
wird das flipped-classroom Konzept verwendet (eigenstandige Aneighung der Inhalte zu Hause und

gemeinsame Diskussion und praktische Ubungen in den jeweiligen Unterrichtseinheiten).

Die Statistikkenntnisse werden zu drei Zeitpunkten erhoben. Eine Uberpriifung zu Beginn der
Lehrveranstaltung soll das Vorwissen der Studierenden erfassen. Eine Uberpriifung nach Ende der
Lehrveranstaltung soll den Lernerfolg mit der jeweiligen Methode erfassen. Eine dritte Uberpriifung ein

halbes Jahr nach der zweiten Uberpriifung soll Riickschliisse darauf erlauben wie gut die Inhalte mit den
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jeweiligen Methoden iber einen langeren Zeitraum behalten werden. Fiir die drei Uberpriifungen wird
jeweils derselbe Leistungstest verwendet. Dieser ergibt als Mal3 fir die Leistung eine Zahl zwischen 0

und 100.

Die Daten fiir das Experiment sind in der Datei ,,Kap8UE7.sav* enthalten. Die Variable 1D
enthalt den Proband:innencode. Die Variable Lernmethode gibt an, in welcher der beiden Gruppen sich
die jeweiligen Studierenden befanden (0 = traditionelle Lehrmethode, 1 = flipped classroom). Die
Variablen t1, t2 und t3 beinhalten die Ergebnisse der Statistik-Leistungstests jeweils zu den Zeitpunkten
am Beginn der Lehrveranstaltung (t1), an deren Ende (t2) und ein halbes Jahr nach Ende der

Lehrveranstaltung (t3).

Fuhren Sie eine Varianzanalyse inklusive paarweiser post-hoc Vergleiche durch um die unten
angegebenen Fragen zu beantworten. Begriinden Sie Ihre Antworten dabei jeweils durch Angabe der
entsprechenden statistischen Kennwerte. Berichten Sie bei statistischen Ergebnissen immer alle
relevanten Kennwerte (Teststatistiken, Freiheitsgrade, p-Werte, Effektstarken). Mittelwerte und
Standardabweichungen kénnen Sie entweder im Text anfiuhren oder in APA-konformen Tabellen
angeben und auf diese verweisen. Berichten Sie lhre Resultate gemaR APA-Richtlinien. Das
Signifikanzniveau soll fur alle statistischen Tests zu 0.05 gewéhlt werden und fiir post-hoc Tests unter

Angabe des Verfahrens zur Korrektur angemessen korrigiert werden.

(a) Welche spezifische Form der Varianzanalyse ist zu wahlen, um zu priifen, ob sich die
resultierenden mittleren Leistungen der Studierenden fiir die beiden Lehrmethoden zu
irgendeinem der drei Zeitpunkte unterscheiden? Wie viele Faktoren liegen vor und
welcher Art sind die Faktoren? Sind die Voraussetzungen (abgesehen von der
Normalverteilung der abhé&ngigen Variablen, von der Sie fir diese Aufgabe ausgehen
konnen) fur das statistische Verfahren erfiillt? Begriinden Sie lhre Antwort.

(b) Unterscheiden sich die Ergebnisse im Leistungstest signifikant zwischen den
Testzeitpunkten?

(c) Unterscheiden sich die Ergebnisse im Leistungstest signifikant zwischen den beiden

Lehrmethoden?
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(d) Gibt es eine Interaktion zwischen Lehrmethode und Zeitpunkt? Wenn ja, welche Art
der Interaktion liegt vor (begriinden Sie lhre Wahl)?

(e) Untersuchen Sie mittels paarweisen Mittelwertvergleichen, ob und wie sich die beiden
Lehrmethoden zu den einzelnen Zeitpunkten voneinander unterscheiden bzw. wie sich
die Ergebnisse zu den unterschiedlichen Zeitpunkten in der jeweiligen Lehrmethode
voneinander unterscheiden. Berichten Sie fiir jeden Mittelwertvergleich auch dessen

statistische Signifikanz.

Beispiel 8.8

Eine Gruppe von (fiktiven) Forscher:innen untersuchte die folgende Fragestellung: Wie wirken sich
unterschiedliche Therapieformen (kognitive Verhaltenstherapie und achtsamkeitsbasierte Therapie) und
der Zeitpunkt (vor und nach der Therapie) auf die Depressionsschwere bei Erwachsenen aus? Die
Depressionsschwere wurde flr jeweils 50 Personen flr jede der beiden Therapieformen mit Becks
Depressionsinventar erhoben und ergibt eine Zahl von 0 bis 63 fiir jede Person und jeden Zeitpunkt. Die

entsprechenden Daten befinden sich in der Datei ,,Kap8UES8.sav*.

(a) Welches Verfahren ist zur inferenzstatistischen Untersuchung der Daten fiir die oben
angegebene Fragestellung geeignet? Erlautern/beschreiben Sie kurz die Bestandteile des
Verfahrens (Was ist/sind UV/AV bzw. Faktoren und Art der Faktoren?).

(b) Analysieren Sie die Daten in SPSS und verfassen Sie einen entsprechenden Ergebnisbericht.

(c) Wie wirden Sie das Ergebnis inhaltlich interpretieren (in 1-2 Satzen)?

Hinweis: Sie kdnnen fir dieses Beispiel davon ausgehen, dass die Voraussetzungen flr das bendtigte

Verfahren erfillt sind (d.h., Sie mussen keine Voraussetzungsprifungen durchfiihren).

Beispiel 8.9

Eine (fiktive) Forscherin fragt sich, wie das Spielen von bestimmten Computerspielen mit moralischem
Verhalten und dem Bedirfnis nach kognitiven Anforderungen zusammenhédngt. Um dieser Frage
nachzugehen, rekrutiert sie insgesamt 300 Versuchspersonen. Je 100 von diesen Versuchspersonen
spielen entweder besonders gerne (i) Egoshooter, (ii) fantasiebasierte Computerrollenspiele oder (iii)

Aufbau-Strategiespiele. Alle Versuchspersonen fiillen einen Moralfragebogen aus, bei dem sie zwischen
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0 und 100 Punkten erreichen koénnen. Eine hohere Punktezahl bedeutet dabei moralischeres
Antwortverhalten. Zudem fiillen alle Versuchspersonen einen Fragebogen zu ihrem Bedlrfnis nach
kognitiven Anforderungen aus, bei dem sie wiederum zwischen 0 und 100 Punkten erreichen kdnnen.
Eine hdhere Punktezahl bedeutet ein groReres Bedirfnis nach kognitiven Anforderungen. Die erhobenen

Daten und Gruppenzugehdrigkeiten finden sich in der Datei ,,Kap8UE9.sav*.

Da sich die Forscherin hinsichtlich statistischer Auswertungen nicht mehr ganz sicher ist, zieht
sie fir die Auswertung ChatGPT zurate. Aus dieser Zusammenarbeit ergibt sich der folgende
Ergebnisbericht. Dieser ist leider in mehreren Punkten fehlerhaft. Identifizieren und korrigieren Sie die
Fehler. Streichen Sie dazu die fehlerhaften Stellen durch und ersetzen Sie sie durch die korrekten

Angaben.

Hinweis: Es missen keine Formulierungen geandert werden. Alle Fehler lassen sich durch

Anderung/Ersetzung einzelner Worter oder Zahlen beheben.

Ergebnisbericht: Um Unterschiede im moralischen Verhalten und dem Bedirfnis nach kognitiven
Anforderungen je nach Spielegenre zu untersuchen, wurde eine zweifaktorielle Varianzanalyse ohne
Messwiederholung durchgefiihrt. Dabei wies der Zwischensubjektfaktor ,,Spielegenre” zwei
Faktorstufen auf. Der Innersubjektfaktor berlicksichtigte, um welchen der beiden Fragebdgen es sich
handelte. Die Interaktion zwischen den beiden Faktoren lasst darauf schlieen, ob es zwischen den

Spielegenres Unterschiede im Antwortverhalten auf die beiden Fragebdgen gibt.

Die Varianzanalyse ergab einen signifikanten Haupteffekt fur die Art des Fragebogens,
F(1,297) =9.64, p=.031, 5,°=.03. Es ergab sich auch ein signifikanter Haupteffekt fir das
Spielegenre, F(2,297) =27.21, p<.001, #,°=.16. Die Interaktion zwischen Fragebogenart und
Spielegenre war allerdings nicht signifikant, F(2,297) = 19.42, p = .116, ,> = .12, weshalb die Effekte

der beiden Faktoren nicht unabhangig voneinander interpretiert werden kénnen.

Bei Spieler:innen, die besonders gerne Egoshooter spielen, wurden sowohl beim
Moralfragebogen (M = 49.90, SD = 9.09) als auch beim Kognitionsfragebogen (M = 51.34, SD = 9.52)
vergleichsweise geringe Werte erreicht, die sich auch nicht signifikant voneinander unterschieden,

p = .188. Auch die Punktwerte der Spieler:innen, die besonders gerne Strategiespiele spielen, waren sehr
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ahnlich bei Moralfragebogen (M =51.34, SD =9.52) und bei Kognitionsfragebogen (M =58.38,
SD = 9.45), fielen aber vergleichsweise deutlich hoher aus und unterschieden sich in beiden Fallen
signifikant von den jeweiligen Werten der Egoshooter-Spieler:innen (p <.001). Rollenspieler:innen
erzielten hingegen ganz andere Werte im Moralfragebogen (M =59.87, SD =9.01) als im
Kognitionsfragebogen (M =52.41, SD =9.43), der Unterschied war nicht signifikant (p <.001).
Rollenspieler:innen erzielten im Kognitionsfragebogen &hnliche Werte wie Egoshooter-Spieler:innen
(p =.631), wahrend sie im Moralfragebogen ahnliche Werte wie Strategie-Spieler:innen erzielten

(p >.999).

Beispiel 8.10

Eine (fiktive) Forscherin fragt sich, wie die allgemeine Selbstwirksamkeit mit dem Lernergebnis in
spielerischen und nichtspielerischen Lernumgebungen zusammenhéngt. In einer VVorerhebung wird die
allgemeine Selbstwirksamkeit von 232 Versuchspersonen erfasst. Von allen Versuchspersonen werden
daraufhin diejenigen 160 ausgewdhlt, deren Selbstwirksamkeit entweder besonders hoch oder besonders
niedrig war. Die 80 Versuchspersonen mit besonders niedriger Selbstwirksamkeit werden der Gruppe
»hiedrig® zugeteilt, die 80 Versuchspersonen mit besonders hoher Selbstwirksamkeit der Gruppe ,,hoch*
(die Versuchspersonen selbst wissen zu keinem Zeitpunkt tber die Gruppenzugehérigkeit Bescheid).
Beide Gruppen beschaftigen sich zu zwei verschiedenen Zeitpunkten mit einer Lernaufgabe (eine
Fremdsprache erlernen). Zu einem Zeitpunkt beschaftigen sie sich mit einer spielerischen Version der
Lernaufgabe (mittels des Online-Tools Duolingo), zum anderen Zeitpunkt mit einer nichtspielerischen
Version (ublicher Sprachunterricht). Die Zuweisung der spielerischen und nichtspielerischen Varianten
zu den beiden Zeitpunkten erfolgt randomisiert. Direkt nach den Lerneinheiten wird jeweils ein Test
zum jeweiligen Lernfortschritt durchgefihrt, der das Lernergebnis auf einer Skala von 0 bis 100 angibt.

Die erhobenen Daten und Gruppenzugehorigkeiten finden sich in der Datei ,,KapS§UE10.sav*.

Da sich die Forscherin hinsichtlich statistischer Auswertungen nicht mehr ganz sicher ist, zieht
sie fir die Auswertung ChatGPT zurate. Aus dieser Zusammenarbeit ergibt sich der folgende

Ergebnisbericht. Dieser ist leider in mehreren Punkten fehlerhaft. Identifizieren und korrigieren Sie die
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Fehler. Streichen Sie dazu die fehlerhaften Stellen durch und ersetzen Sie sie durch die korrekten

Angaben.

Hinweis: Es missen keine Formulierungen geandert werden. Alle Fehler lassen sich durch

Anderung einzelner Worter oder Zahlen beheben.

Ergebnisbericht: Zur statistischen Analyse wurde eine zweifaktorielle Varianzanalyse ohne
Messwiederholung (gemischtes Design) durchgefihrt. Beim zweistufigen Innersubjektfaktor handelt es
sich um die Variable, die angibt, ob es sich um eine Person mit besonders niedriger oder hoher
Selbstwirksamkeit handelt. Beim ebenfalls zweistufigen Zwischensubjektfaktor handelt es sich um die
Variable, die angibt, ob es sich um das Lernergebnis zur Spiel- oder zur Nichtspielversion der

Lernaufgabe handelt.

Es ergibt sich ein (mit a = .05) signifikanter Haupteffekt fur die Selbstwirksamkeit (niedrig oder
hoch), F(1,158) = 0.28, p = .002, 5,2 = .60. Es ergibt sich ein signifikanter Haupteffekt fiir die Version
der Lernaufgabe (Spiel oder Nichtspiel), F(1,158) =0.10, p =.001, 5,®=.75. Es ergibt sich eine

signifikante Interaktion zwischen den beiden Faktoren, F(1,158) = 3769.10, p < .001, #,° = .96.

Paarweise post-hoc Vergleiche mit gema Bonferroni korrigierten p-Werten ergeben, dass
Personen mit niedriger Selbstwirksamkeit in der Spielversion (M = 45.56, SD = 9.81) signifikant hohere
Ergebnisse als in der Nichtspielversion (M =40.71, SD = 9.74) erzielen, p <.001. Bei Personen mit
hoher Selbstwirksamkeit ist es gerade umgekehrt: Diese erzielen in der Spielversion (M = 41.44,
SD =8.01) signifikant niedrigere Ergebnisse als in der Nichtspielversion (M =46.34, SD = 8.18),
p <.001. Zudem erzielen in der Spielversion Personen mit niedriger Selbstwirksamkeit signifikant
hohere Ergebnisse als Personen mit hoher Selbstwirksamkeit, p <.001. In der Nichtspielversion
hingegen erzielen Personen mit niedriger Selbstwirksamkeit signifikant niedrigere Ergebnisse als

Personen mit hoher Selbstwirksamkeit, p <.001.
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Beispiel 8.11

Es wird ein Experiment durchgeflhrt, mit dem die Wirkung von Silikonen in Haarpflegeprodukten auf
die Haarqualitat geprift werden soll. Fir das Experiment werden 160 Personen rekrutiert, die bislang
keine Haarpflegeprodukte mit Silikonen verwendet haben. Die Personen werden mit
Haarpflegeprodukten mit Silikonen ausgestattet und gebeten, diese streng nach Gebrauchsanweisung
fur zwei Monate zu verwenden. Danach sollen weitere 10 Monate lang keine Haarpflegeprodukte mit
Silikonen verwendet werden. Die Haarqualitat wird fur alle Personen von einer Gruppe von
Expert:innen auf einer Skala von 0 bis 100 zu drei Zeitpunkten beurteilt: (i) zu Beginn des Experiments,

(ii) zwei Monate nach Beginn des Experiments, (iii) ein Jahr nach Beginn des Experiments.

Die Daten sind in der Datei ,,Kap8UE11.sav* gegeben. Wahlen Sie ein geeignetes statistisches
Verfahren, um die Frage zu erhellen, ob sich die Haarqualitdt im Mittel zu den drei verschiedenen
Zeitpunkten unterscheidet und falls ja, wie. Erstellen Sie anschlieBend einen entsprechenden

Ergebnisbericht. Wie wiirden Sie das Ergebnis inhaltlich interpretieren?

Beispiel 8.12

Eine Forschungsgruppe untersucht Vor- und Nachteile verschiedener Lernmethoden. In einem
Experiment werden die beiden Lernmethoden ,,Massiertes Lernen® und ,,Verteiltes Lernen® miteinander
verglichen. Dazu werden 100 Schiler:innen auf zwei gleich grofRe Gruppen aufgeteilt. Beide Gruppen
werden fir ein Semester lang mit denselben Inhalten unterrichtet. Bei beiden Gruppen wird am jeweils
am Anfang und am Ende des Semesters ein Test durchgefiihrt. Eine Gruppe wird instruiert sich auf den
Abschlusstest mit der Methode des massierten Lernens vorzubereiten. Die andere Gruppe soll sich auf
den Abschlusstest mit der Methode des verteilten Lernens vorbereiten. Bei beiden Tests werden sowohl
lexikalisches und prozedurales Wissen (Variablen LexWis und ProWis) als auch die
Durchfuhrungseffizienz (Variable DurEff) erfasst. Die erhobenen Daten sind in der Datei

»Kap8UE12.sav* gegeben.

Erstellen Sie sowohl fur den Test zu Semesterbeginn einen Index fir die Prufungsleistung,
indem Sie den Mittelwert aus den drei Variablen LexWis_vorher, Prowis_vorher und DurEff_vorher

bilden. Verfahren Sie anschlieBend ganz analog fir die drei Variablen LexWis_nachher,
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ProWis_nachher und DurEff_nachher, um einen entsprechenden Index fur die Prifungsleistung fur den

Test am Semesterende zu erstellen.

Wihlen Sie anschliefend ein geeignetes statistisches Verfahren, um die Abhéngigkeit der
Prifungsleistung vom Zeitpunkt und der Lernmethode inferenzstatistisch zu untersuchen. Erstellen Sie

schlieBlich einen entsprechenden Ergebnisbericht.

Beispiel 8.13

Es wird eine neue VR-Methode (VR steht fiir ,,Virtuelle Realitdt™) fiir den Mathematikunterricht
untersucht. Die Wirksamkeit der VR-Methode wird daftr mit einer klassischen Lehrmethode
(Tafelunterricht) verglichen. Dazu werden jeweils 50 Schiiler:innen ein Semester lang entweder mit der
VR-Methode oder der Kklassischen Lehrmethode unterrichtet. Zudem wird die Leistung der
Schiler:innen zu Beginn und am Ende eines Semesters mit einem standardisierten Mathematiktest

erhoben.

Nach Erhebung der Daten (sieche ,,Kap8UE13.sav*) wurde ein geeignetes statistisches Verfahren
verwendet, um den folgenden liickenhaften Ergebnisbericht zu erstellen. Thre Aufgabe besteht nun darin,
diesen Ergebnisbericht zu vervollstdndigen. Die Liicken sind jeweils durch grau hinterlegte Bereiche

markiert.

Liickenhafter Ergebnisbericht:

Alle folgenden inferenzstatistischen Ergebnisse beziehen sich auf ein Signifikanzniveau von « = .005.

Die mittleren Intensitaten der Angstsymptomatik unterscheiden sich signifikant fiir die beiden
Messzeitpunkte, F(1, 98) = , p<.001, rﬁ, = , was einem groRRen Effekt gemaf
Cohen (1988) entspricht. Die mittleren Intensitdten der Angstsymptomatik unterscheiden sich hingegen
nicht signifikant zwischen den beiden Interventionsformen, F(1, )=231,p= ,
1722, = .02, was einem Effekt gemaR Cohens Heuristik (1988) entspricht. Zwischen
Messzeitpunkt und Interventionsform besteht eine Interaktion, F( ,98)=8.86,p= ,

1722, = , was gemaR Cohens Heuristik (1988) einem Effekt entspricht.
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Fur paarweise post-hoc Vergleiche werden geméaR Bonferroni korrigierte p-Werte berichtet. Flr
beide Interventionsformen unterscheiden sich die mittleren Depressionswerte signifikant zwischen
beiden Messzeitpunkten (p < .001). Insbesondere nimmt die Angstsymptomatik fur beide
Interventionsformen von Messzeitpunkt 1 zu Messzeitpunkt 2 . Zu Messzeitpunkt 1, d.h. vor der
Intervention, unterscheiden sich die mittleren Intensitdten der Angstsymptomatik fiir die beiden
Interventionsformen | voneinander (p =/ ). Auch zu Messzeitpunkt 2 unterscheiden

sich die mittleren Intensitaten der Angstsymptomatik fiir die zwei Interventionsformen | voneinander
(=

Deskriptive Statistiken sind in der Tabelle unten zusammengefasst. Wir sehen, dass die
Angstsymptomatik fir beide Interventionsformen tber die Zeit hinweg | (Haupteffekt
Messzeitpunkt). Die Verringerung ist allerdings starker ausgepragt fiir die = lIntervention

(Interaktion).

Deskriptive Statistiken

Deskriptive Statistiken fur beide Messzeitpunkte und Interventionsformen

Messzeitpunkt Interventionsform M SD n
1 VR

Klassisch
2 VR

klassisch
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Kapitel 9
Einfihrung in die Regressionsanalyse: Einfache und multiple lineare Regression

Stefan E. Huber

Bislang haben wir uns ausschlieBlich mit inferenzstatistischen Fragestellungen befasst, bei der die
unabhéngige(n) Variable(n) in Form einer oder mehrerer kategorialer Variablen vorlagen. Dabei fragten
wir uns, ob und wie typische Ausprdgungen der abhdngigen Variablen von der Zuordnung zu den
einzelnen Kategorien der unabhangigen Variablen abhingen. Als Mal fur typische Auspréagungen haben

wir jeweils den Mittelwert in der jeweiligen Kategorie herangezogen.

In den verbleibenden Kapiteln werden wir uns nun mit inferenzstatistischen Verfahren befassen,
die solche Fragestellungen fur den Fall metrischer Variablen fur die unabh&ngigen Variablen
verallgemeinern. An allem Ubrigen wird sich nichts dndern. Uns wird weiterhin interessieren, ob und
wie typische Auspragungen der abhdngigen Variablen (in Form von Mittelwerten) von einer oder
mehreren unabhangigen Variablen abhéngen. Beispielsweise haben wir uns in Kapitel 6 mit der Frage
befasst, ob und wie das mittlere Depressionsniveau von der Zugehdrigkeit zu einer von drei
Altersgruppen abhéngt. In diesem und den folgenden Kapiteln werden wir diese Frage auf die Frage
verallgemeinern, ob und wie das mittlere Depressionsniveau vom Alter der Versuchspersonen abhéngt.
Das Alter ist bekanntlich eine metrische Variable, fiir die Messwerte auf einer kontinuierlichen Skala
vorliegen kénnen. Mit dem Verfahren, das wir in diesem und den folgenden Kapiteln kennenlernen
werden, werden wir also z.B. Fragen beantworten kénnen wie: Welches mittlere Depressionsniveau
erwarten wir uns flr Personen, die 35 Jahre alt sind? Oder flr jemanden wird mit Becks
Depressionsinventar ein Depressionsniveau von 32 Punkten ermittelt: Entspricht dies einem fiir das
Alter der Person typischen Wert? Oder: Haben wir Anlass zur Vermutung, dass sich das mittlere
Depressionsniveau tiberhaupt mit dem Alter veréndert? Wenn ja, wie? Steigt es mit zunehmendem Alter
an oder nimmt es mit zunehmendem Alter ab? Falls ja, wie stark? Und falls ja, wie sicher kdnnen wir

uns dieses Ergebnisses auf der Grundlage unserer (einfachen Zufalls-)Stichprobe sein?

Bei dem Verfahren, das uns erlauben wird, solcherlei Fragen (inferenzstatistisch) zu erhellen,

handelt es sich um die sog. Regressionsanalyse. Im Gegensatz zu varianzanalytischen Modellen, bei
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denen die unabhédngigen Variablen diskret sind, kénnen in regressionsanalytischen Modellen die
unabhéngigen Variablen sowohl stetig oder diskret sein. Zudem kénnen eine oder mehrere unabhéangige
Variablen vorliegen. In diesem Kapitel werden wir uns zunéchst mit dem einfachsten Fall beschéftigen:
einer stetigen unabhadngigen Variablen. Dieser Fall wird auch als einfache lineare Regression bezeichnet.
AnschlieBend werden wir uns mit der sogenannten multiplen linearen Regression befassen, in der
mehrere stetige unabhdngige Variablen vorliegen werden. In spateren Kapiteln werden wir uns
schliefllich den Fall ansehen, dass eine oder mehrere dieser unabhdngigen Variablen in Form von

diskreten Variablen vorliegt.

Im Fall der linearen Regression werden unabhangige Variablen (UV) manchmal auch als
Prédiktoren und die abh&ngige Variable (AV) als Kriterium bezeichnet. Dabei handelt es sich also um

keine neuen Konzepte, nur um zusatzliche Bezeichnungen fir bereits bekannte Grofien.

Einfache lineare Regression: Das regressionsanalytische Modell und seine Voraussetzungen
Wird zwischen einer UV und typischen Ausprdagungen einer AV bis auf einen identisch und unabhéngig
normalverteilten Fehler ein linearer Zusammenhang vermutet, so kann dies in folgendem

mathematischen Modell zum Ausdruck gebracht werden:
Y; ~ N(u, 0%) mity; = E(Y|X; = x;) = a + fx;.

Der Index i bezeichnet hier wiederum den i-ten von insgesamt n Féllen. Wir gehen im Folgenden
wiederum davon aus, dass es sich bei diesen Féallen jeweils um unterschiedliche Personen aus einer
einfachen Zufallsstichprobe handelt. Mit Y; wird die zufallige Auspragung der AV der zuféllig
gezogenen Person i bezeichnet. Die konkrete Realisation dieser Zufallsvariable wird wiederum mit y;
bezeichnet. Fir den Erwartungswert der AV wird angenommen, dass es sich dabei um eine lineare
Funktion der UV handelt, mit dem Achsenabschnitt & und der Steigung £. Fir diesen Erwartungswert
wird kurz u; geschrieben. Dabei handelt es sich gemaR dem Modell also um den Mittelwert einer
Normalverteilung mit Varianz o2 an der Stelle X; = x; der unabhangigen Variablen. Das heift, wir
erwarten uns, dass fur einen bestimmten Wert der UV die AV durch eine normalverteilte Zufallsvariable
approximiert werden kann, deren Mittelwert linear von der Auspragung der UV abhédngt und deren

Varianz unabhéngig von der Auspragung der UV ist.

250



Kapitel 9: Einfuhrung in die Regressionsanalyse

GemaR diesem Modell kann die AV also in zwei Anteile zerlegt werden: dem systematischen
Zusammenhang zwischen UV (Prédiktor) und AV (Kriterium), a + Bx;, und einem unsystematischen
Fehler ¢; = Y; — (a + Bx;), der der Abweichung der Zufallsvariable Y; von ihrem Erwartungswert an
der Stelle X; = x; entspricht. Da der Erwartungswert der Zufallsvariable Y; gerade dem zweiten Term
im Ausdruck fur den Fehler ¢; entspricht, handelt es sich bei &; um eine normalverteilte Zufallsvariable

mit Mittelwert Null und Varianz 2.
Im regressionsanalytischen Modell werden demnach die folgenden Annahmen getroffen:

1. Zwischen UV (Prédiktor) und dem Erwartungswert der AV fur eine bestimmte
Auspragung der UV besteht ein linearer Zusammenhang.

2. Die Abweichung konkreter Auspragungen der AV von ihrem Erwartungswert kann
durch eine identisch und unabhéngig normalverteilte Zufallsvariable mit Mittelwert

Null und einer von der UV unabhéngigen, konstanten Varianz modelliert werden.

Mit der Prifung der Plausibilitat dieser Annahmen werden wir uns im nachsten Kapitel befassen. Fir
die noch folgenden Beispiele im vorliegenden Kapitel nehmen wir schlichtweg an, dass diese

Voraussetzungen erfillt sind.

Das regressionsanalytische Modell fur die einfache lineare Regression enthélt insgesamt also
drei Parameter: den Achsenabschnitt a, die Steigung B, und die Varianz ¢2. Wie bei allen bisher
behandelten Fragestellungen sind auch diese Parameter im Regelfall unbekannt und miussen mittels
einer endlichen Stichprobe und geeigneten Schatzfunktionen geschétzt werden. Das heif3t, wir kennen
den linearen Zusammenhang zwischen UV und typischen Auspragungen der AV in Abhédngigkeit der
UV nicht, sondern wollen ihn ermitteln, indem wir eine einfache Zufallsstichprobe erheben und dann
die unbekannten Parameter & und B schatzen. Die Schatzung der Varianz o2 erlaubt uns schlieRlich
abzuschatzen, wie weit die AV um die Regressionsgerade, die den Zusammenhang zwischen UV und
mittleren Auspragungen der AV beschreibt, in einzelnen, konkreten Féllen streut. Mit Schatzungen fur

alle drei Parameter kdnnen wir dann Daten simulieren, die mit den Stichprobendaten kompatibel sind.

251



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Da es sich bei allen resultierenden Schétzwerten aber um Schatzungen auf der Basis einer
endlichen Zufallsstichprobe handelt, bleiben damit wie immer rein statistisch Unsicherheiten zurtick,
die im Rahmen eines frequentistischen Zugangs in entsprechenden Konfidenzintervallen und p-Werten
zum Ausdruck kommen. Mit dem Vorgehen, wie wir diese nebst Schatzungen fur die Parameter selbst

im konkreten Fall mit SPSS ermitteln konnen, befasst sich der nachste Abschnitt.

Schéatzung und Testung der Modellparameter der einfachen linearen Regression mit SPSS

Die Schatzung und Testung der Modellparameter der einfachen linearen Regression mit SPSS wird an
folgendem Beispiel illustriert. Fir eine Stichprobe von 50 Personen wurde sowohl die negative
Selbstbewertung als auch die Depressionsschwere mit geeigneten psychometrischen Instrumenten
erhoben. Die beiden Variablen (die Variable nsb entspricht der negativen Selbstbewertung, die Variable
bdi der Depressionsschwere) fiir die 50 Personen sind im Datensatz ,,Kap9daten.sav* zu finden, den Sie
in dem elektronischen Erganzungsmaterial (Engl.: electronic supplementary material) zu diesem

Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen konnen. Zwischen den beiden

Variablen wird ein linearer Zusammenhang vermutet. Bzw. préziser: es wird vermutet, dass hohere
Werte der negativen Selbstbewertung typischerweise mit héheren Werten der Depressionsschwere
einhergehen. Das heif3t insbesondere, es liegt eine gerichtete Hypothese vor (bei einer ungerichteten
Hypothese wiirde lediglich ein positiver oder negativer linearer Zusammenhang zwischen den beiden
Variablen vermutet werden, aber (iber das VVorzeichen wirde keine entsprechende Vermutung bestehen).
Durch Schéatzung und Testung der Parameter eines einfachen linearen Regressionsmodells fir die

gegebenen Daten soll diese Vermutung inferenzstatistisch tberprift werden.

Die entsprechende Regressionsanalyse kénnen wir nach dem Offnen des Datensatzes in SPSS
unter Analyze >> Regression >> Linear... anfordern. Im sich 6ffnenden Menl Ubertragen wir
anschlielend die Variable bdi in das Feld ,,Dependent. Die Variable nsb ibertragen wir in das Feld
»Block 1 of 1%, siche Abbildung 9.1. Danach klicken wir auf ,,Paste”, dokumentieren unser Vorgehen
in der sich 6ffnenden Syntax-Datei, siehe Abbildung 9.2, und fiihren anschlieBend die dort eingefiigten
Kommandozeilen aus. Daraufhin wird die in Abbildung 9.3 dargestellte Ausgabe erzeugt. In dieser
Ausgabe finden wir samtliche benétigten Informationen zur Schédtzung und Testung unserer

Modellparameter flr die soeben durchgeflihrte Regressionsanalyse. In Abbildung 9.3 sind ferner alle
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Bereiche bzw. Werte farblich hervorgehoben, die wir fiir die Formulierung eines entsprechenden

Ergebnisberichts bendtigen (siehe nachster Abschnitt).

@ Linear Regression

Dependent:

Statistics. .
&5 1D | 7% S Plot
ots...
?”Sb Block 1 of 1
abk Save...
Previous Mext
Options...
Block 1 of 1

& Negative Selbstbewertung [nsb] Style..

Bootstrap. .

Method: Enter v

Selection Variable:

Rule
Case Labels:

| Paste | | Reset ||Canu:e|| | Help |

WLS Weight:

Abbildung 9.1. Anforderung einer einfachen linearen Regression in SPSS im Menu Analyze >>

Regression >> Linear....

& Kap9dokumentation.sps - IBM SPSS Statistics Syntax Editor

File Edit View Data Transform Analyze Graphs  Utilities Run  Tools Extensions Window  Help

HeMe~HIAPO SRS HEEZOO —[-

1 * Encoding: UTF-8.

2 * Kapitel 9.

3 * Einfache lineare Regression.

4 * UV: Negative Selbstbewertung (nsb).
gggigg?“”E 5 * AV: Depressionsschwere (bdi).

6 DATASET ACTIVATE DataSetZ2.

7 REGRESSION

8 /MISSING LISTWISE

g /STATISTICS COEFF OUTS R ANOVA

10 /CRITERIA=PIN(.05) POUT(.10)

11 /NOORIGIN

12 /DEPENDENT bdi

13 /METHOD=ENTER nsb.

14 »

Abbildung 9.2. Syntax-Datei fur die angeforderte einfache lineare Regressionsanalyse.
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Regression

Variables Entered/Removed?®

Variables Variables
Model Entered Removed Method
1 Negative . Enter
Selbsthewertu
ngb

a. Dependent Variable: Depressionsschwere
(Gesamtwert fur Becks Depressionsinventar)

h. All requested variahles entered.

Model Summary

Adjusted R Std. Error ofthe
Model R R Square Square Estimate
1 841° .708 702 6.756

a. Predictors: (Consfanﬁ. Negative Selhsthewertung

ANOVA?
Sum of
Model Squares df IMean Square F Sig.
1 Regression 5304.324 1 5304.324 116.203 <.001°
Residual 2191.056 48 45,647
Total 7495.380 49

a. Dependent Variable: Depressionsschwere (Gesamtwert fur Becks
Depressionsinventar)

h. Predictors: (Constant), Negative Selbstbewertung

Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -.004 1.939 -.002 .998
Negative Selbsthewertung .843 .078 841 10.780 <.001

a. Dependent Variable: Depressionsschwere (Gesamtwert fur Becks Depressionsinventar)

Abbildung 9.3. Ausgabe fir die durchgefiihrte einfache lineare Regressionsanalyse mit dem Prédiktor

Negative Selbstbewertung und dem Kriterium Depressionsschwere.

In der Tabelle ,,Variables Entered/Removed* finden wir noch einmal sdmtliche Pradiktoren
aufgelistet, die im Regressionsmodell vorkommen. Da wir im vorliegenden Beispiel nur eine UV haben,

finden wir dort nur die Negative Selbstbewertung.
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In der Tabelle ,,Model Summary* finden wir den multiplen Korrelationskoeffizienten (,,R“), den
sog. Determinationskoeffizienten, d.h. den Anteil der Varianz in der AV, der durch den geschétzten
linearen Zusammenhang mit der UV in der Stichprobe aufgeklart werden kann (,,R Square®), sowie den
Standardschétzfehler (,,Std. Error of the Estimate®). Die ersten beiden dieser Groflen werden in den
folgenden Kapiteln noch genauer erlautert werden. Den Determinationskoeffizienten, d.h. R?, werden
wir aber fur den Ergebnisbericht brauchen. Daher soll jetzt schon erwahnt werden, dass es sich dabei
um eine Effektstirke handelt, die analog zum n? in der Varianzanalyse den Anteil der Varianz in der
AV angibt, der durch die UV (fir die gegebene Stichprobe) erklart werden kann. Auch fir diese
Effektstdrke gibt es wieder Heuristiken nach Cohen (1988), um die relative GroRe eines Effekts schnell
einschatzen zu kdnnen: ab einem Wert von .02 spricht man von einem kleinen, ab einem Wert von .13
von einem mittleren, und ab einem Wert von .26 von einem grof3en Effekt. Da der Anteil der erklarten
Varianz nur zwischen 0 und 1 variieren kann, wird auch bei dieser Grof3e wieder entsprechend APA-
Richtlinien die fihrende Null weggelassen. Auch diese Kategorisierung werden wir wieder in einem
entsprechenden Ergebnisbericht vornehmen. Beim Standardschatzfehler handelt es sich schlieflich um
die Wurzel aus dem Schatzwert fur die Varianz o2, d.h. einem unserer Modellparameter. Da dieser
inhaltlich jedoch kaum interpretierbar ist (Bihner et al., 2025), wird er kaum je berichtet und auch wir
werden diesen Schétzwert hier nicht weiter verwenden. Er konnte allerdings verwendet werden, um

Daten zu simulieren, die mit den Stichprobendaten kompatibel sind (Biihner et al., 2025).

In der Tabelle ,ANOVA*“ finden wir die Ergebnisse des Omnibustests flir das gesamte
regressionsanalytische Modell. Wie im néchsten Kapitel noch erldutert werden wird, wird mit diesem
Omnibustest geprift, ob sich irgendeiner der Steigungsparameter von Null unterscheidet. Hier haben
wir nur einen Steigungsparameter, da nur ein Pradiktor vorliegt, weshalb das Ergebnis des Omnibustests
auch dem Ergebnis der Testung dieses einen Steigungsparameters entsprechen wird, wie wir unten noch
sehen werden. Das heif3t, wirklich relevant werden die Ergebnisse dieses Omnibustests erst im Falle
mehrerer Pradiktoren werden. Der Omnibustest entspricht jedenfalls formal einer Varianzanalyse, die
priift, ob mit dem Regressionsmodell ein signifikanter Anteil der Varianz in der AV erklért wird (d.h.,
ob sich R? von Null unterscheidet). Daher handelt es sich bei der Teststatistik (Spalte ,,F*) um einen F-

Wert aufgrund der F-Verteilung dieser Grolie unter Geltung der Nullhypothese. Fir eine F-Verteilung
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sind wiederum zwei Freiheitsgrade anzugeben, die wir in der Spalte ,,df* in den Zeilen ,,Regression®
und ,,Residual finden. Der p-Wert fiir die Teststatistik findet sich ganz rechts in der Spalte ,,Sig.*. Ist
dieser p-Wert kleiner als das vorab gewahlte Signifikanzniveau, so wird ein signifikanter Anteil an
Varianz in der AV aufgeklart. Bzw. kann man auch sagen, dass sich ein signifikanter Anteil an Varianz
in der AV auf den Pradiktor zuriickfiihren (= ,,regredieren‘) lasst (daher auch der Name ,,Regression‘).
Unter der Annahme eines Signifikanzniveaus von a = .005 ist das hier auch in der Tat der Fall (da der

p-Wert kleiner als dieser Wert ist).

In der Tabelle ,,Coefficients* finden wir schlieBlich die Schitzwerte fiir unsere Modellparameter
sowie entsprechende Ergebnisse von Signifikanztests. Den Schétzwert fir unseren Achsenabschnitt
finden wir in der Zeile ,,(Constant)*. Er betrdgt a = -0.004. In der Zeile ,,Negative Selbstbewertung*
finden wir den Schatzwert b = 0.843. Aus der Theorie wissen wir (Bihner et al., 2025), dass wir fur
beide Schatzwerte mit einer auf der t-Verteilung beruhenden Teststatistik die Kompatibilitdt mit dem
Vergleichswert Null priifen kdnnen. Die Ergebnisse dieser Tests finden wir in den Spalten ,,t*“ und
,»Sig.”. Insbesondere sehen wir, dass sich fiir den Schétzwert des Steigungsparameters ein t-Wert von
10.78 ergibt (die Anzahl der Freiheitsgrade entsprechen den Nennerfreiheitsgraden aus der Tabelle
»~ANOVA®, d.h. der Anzahl an Freiheitsgraden, die dort in der Zeile ,,Residual“ zu finden ist) sowie ein
p-Wert kleiner als 0.001. Wird der t-Wert quadriert, ergibt sich der Wert 116.2, was dem F-Wert aus der
Tabelle ,,ANOVA* von oben entspricht. In der Tat handelt es sich bei der F-Statistik des Omnibustests
im Falle eines einzigen Préadiktors um das Quadrat der t-Statistik fir den Vergleich des einzigen
Steigungsparameters mit dem Vergleichswert Null. Genauso gilt, dass sich in diesem Fall der
Steigungsparameter genau dann von Null unterscheidet, wenn sich R2 signifikant von Null unterscheidet,
d.h., wenn ein signifikanter Anteil der Varianz in der AV auf die UV zuriickgefiihrt werden kann. Das
zeigt sich schlieBlich auch am standardisierten Regressionskoeffizienten fur den Steigungsparameter,
den wir in der Tabelle ,,Coefficients* in der Spalte ,,Standardized Coefficients Beta“ finden. Dieser
entspricht exakt dem multiplen Korrelationskoeffizienten (d.h. der Wurzel aus R?) und damit im Falle
einer einfachen linearen Regression exakt dem Pearson Korrelationskoeffizienten zwischen UV und AV
(fdr die einfache Regression ist der multiple Korrelationskoeffizient eben einfach nur ein ganz normaler

einfacher Korrelationskoeffizient). Der standardisierte Regressionskoeffizient ist auch der
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Steigungsparameter, den man erhalt, wenn UV und AV beide z-transformiert (,,standardisiert*) werden.
Inhaltlich kann der standardisierte Korrelationskoeffizient B;qnq Wie folgt interpretiert werden: Eine
Erhohung des Pradiktors um eine Standardabweichung geht mit einer Erhdhung des Kriteriums um

Bstana Standardabweichungen einher.

Exkurs: Korrelation

Der standardisierte Regressionskoeffizient entspricht dem Pearson-Korrelationskoeffizienten zwischen
UV und AV? Auch davon kénnen wir uns leicht in SPSS Uberzeugen. Die Berechnung des Pearson-
Korrelationskoeffizienten kénnen wir unter Analyze >> Correlate >> Bivariate... anfordern. Dazu
schieben wir einfach jene Variablen, zwischen denen wir die Korrelationskoeffizienten ermitteln wollen,
ins Feld ,,Variables“. Im Falle des vorliegenden Datensatzes ,,Kap9daten.sav® konnen wir das zu
Illustrationszwecken einfach einmal flr alle drei metrischen Variablen tun, siehe Abbildung 9.4. Zur
Berechnung von Korrelationskoeffizienten stehen drei Mdglichkeiten zur Auswahl. Hier belassen wir
es bei der Voreinstellung ,,Pearson®, da das genau der Korrelationskoeffizient ist, den wir mit dem

standardisierten Regressionsgewicht von oben vergleichen mdchten.

Nach Einfligen und Ausfiihren der entsprechenden Kommandozeilen in der Syntaxdatei erhalten
wir die in Abbildung 9.5 gezeigte Ausgabe. In der Tat sehen wir, dass der Pearson-
Korrelationskoeffizient zwischen Negativer Selbstbewertung und Depressionsschwere sich zu 0.841
ergibt. Zudem bekommen wir einen p-Wert, der sich auf die Nullhypothese eines
Korrelationskoeffizienten von Null bezieht. Mittels Doppelklick auf die Tabelle in der Ausgabe sowie
Doppelklick auf den p-Wert selbst kénnen wir uns davon lberzeugen, dass es sich exakt um denselben
p-Wert wie fir den Omnibustest und den Regressionskoeffizienten aus dem vorherigen Abschnitt
handelt. Im Falle einer einfachen linearen Regression unterscheidet sich also der Anteil erklarter
Varianz, der durch R? zum Ausdruck kommt, genau dann signifikant von Null, wenn sich der (multiple)
Korrelationskoeffizient bzw. das Regressionsgewicht des (einzigen) Prédiktors signifikant von Null

unterscheidet.
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'{,J Bivariate Correlations x
Variables: | Options ‘

&0 & nsb
& abk | S ‘
|§ bdi | | Bootstrap ‘
+ |anﬁdence interval ‘

Correlation Coefficients
Pearson [_]| Kendall's tau-b [_] Spearman

Test of Significance
® Two-tailed O One-tailed

Flag significant correlations [_] Show only the lower triangle

| Paste | ‘ Reset | |Canu:e|| | Help |

Abbildung 9.4. Anforderung von Pearson-Korrelationskoeffizienten fir die drei Variablen Negative

Selbstbewertung, Abhangigkeitskognitionen, und Depressionsschwere, die im Datensatz

»Kap9daten.sav* enthalten sind.

Correlations

Depressionss

chwere
(Gesamtwert
Megative flir Becks
Selbsthewerty  Abhdngigkeitsk  Depressionsin
ng agnitionen ventar)
Megative Selbsthewertung Fearson Correlation 1 63 841"
Sig. (2-tailed) 287 =001
[+ a0 a0 a0
Abhangigkeitskognitionen Fearson Carrelation 63 1 287
Sig. (2-tailed) 287 043
[+l a0 a0 a0
Depressionsschwers FPearson Correlation 841" 287 1
(Gesamtwert flir Becks : :
Depressionsinventar) =l [l Ll Lol
[+l a0 a0 a0

** Correlation is significant atthe 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).

Abbildung 9.5. Pearson-Korrelationskoeffizienten und deren p-Werte fir alle mdoglichen

Kombinationen aus den drei untersuchten Variablen.
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In der Ausgabe fir die Korrelationskoeffizienten sehen wir zudem noch, dass auch zwischen
den Abhéngigkeitskognitionen und der Depressionsschwere sowie den Abhéngigkeitskognitionen und
der negativen Selbstbewertung positive Korrelationen in der erhobenen Stichprobe bestehen. Es kénnte
also durchaus auch interessant sein, zu untersuchen, welcher Anteil der Varianz in der
Depressionsschwere auf die Intensitdat von Abhangigkeitskognitionen zuriickgefuhrt werden kann.
Dieser Fragestellung widmet sich das Ubungsbeispiel 9.3. Zudem kénnte es interessant sein, der Frage
nachzugehen, wie viel Varianz in der Depressionsschwere durch beide Variablen (der negativen
Selbstbewertung und den Abhangigkeitskognitionen) erklart werden kann, wenn man zwischen beiden
Variablen und dem Kriterium jeweils lineare Zusammenhéange annimmt. Bei letzterer Fragestellung
handelt es sich um eine Fragestellung flr eine sog. multiple lineare Regression (mit zwei Pradiktoren),

der wir uns im nachsten Kapitel zuwenden werden.

Exkurs: Zentrierung, Skalierung, Standardisierung von Variablen

Wir haben oben gesehen, dass sich fiir den Schatzwert des Achsenabschnitts ein kleiner negativer Wert
ergab (a = -0.004). Die inhaltliche Interpretation dieses Achsenabschnitts wiirde lauten: Auf der Basis
des einfachen Regressionsmodells wiirde fir einen Wert von Null auf der Skala der negativen
Selbstbewertung eine mittlere Depressionsschwere von -0.004 erwartet werden. Rein rechnerisch ist an
dieser Aussage nichts problematisch. Die Regressionsanalyse ergibt eine Regressionsgerade und
selbstverstandlich kann man ermitteln, wo diese Regressionsgerade die y-Achse schneidet, d.h., welchen
Wert man fiir die mittlere Depressionsschwere erhalten wiirde, wenn die negative Selbstbewertung
gleich Null (d.h. x = 0) ware. Wirklich von Interesse sind diese konkreten Werte aber kaum, da Becks
Depressionsinventar keine negativen Werte zulésst, und auch die negative Selbstbewertung auf der
entsprechenden psychometrischen Skala gar nicht Null sein kann. Manche Autor:innen sagen deshalb
auch, dass der Schatzwert furr den Achsenabschnitt a daher inhaltlich nicht sinnvoll interpretiert werden

kann (Buhner et al., 2025).

Grundsatzlich ist das kein Problem, weil Kenntnis beider Schatzwerte a und b ja die Schatzung
mittlerer Auspragungen im Kriterium im gesamten inhaltlich sinnvoll interpretierbaren Bereich der UV
zuldsst. Mochte man aber auch fur die Schatzung des Achsenabschnitts einen Wert, der bereits im

inhaltlich sinnvollen Bereich fir die UV liegt, so kann man dafiir den Nullpunkt der Pradiktorvariable
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entsprechend verschieben. Die Regressionsgerade schneidet dann die y-Achse bei diesem neuen

Nullpunkt x" = 0.

Eine Mdglichkeit dafir ist die sogenannte Zentrierung am Stichprobenmittelwert. Dazu wird
eine neue Pradiktorvariable gebildet, indem von der urspriinglichen Variablen deren Mittelwert
subtrahiert wird: X/ = X; — X bzw. fur die beobachteten Werte x; = x; —x. Fir die negative
Selbstbewertung ergibt sich in unserem vorliegenden Beispiel ein Stichprobenmittelwert von 21.58.
Unter Transform >> Compute Variable... kbnnen wir damit nun eine zentrierte Pradiktorvariable
erzeugen, siehe Abbildung 9.6. Fiihren wir nun neuerlich eine einfache lineare Regressionsanalyse mit
diesem zentrierten Pradiktor durch, erhalten wir die in Abbildung 9.7 gezeigte Ausgabe. Wir sehen, dass
unser geschatzter Achsenabschnitt nun a = 18.18 betragt. Die inhaltliche Bedeutung dieses
Achsenabschnitts ist nun: bei einer mittleren Auspragung der negativen Selbstbewertung wird auf der
Basis der durchgefiihrten Regressionsanalyse ein mittleres Depressionsniveau von 18.18 Punkten auf
der Skala von Becks Depressionsinventar erwartet. An der inhaltlichen Interpretation der geschatzten

Steigung b andert sich nichts.

3 Compute Variable s
Target Variable: MNumeric Expression:
|nsbizentrierl | - [nsb-21.58
Type & Label
& 1D Y
? HZE Function group:
a
All =
# bd Arithmetic
I:l CDF & Moncentral CDF
Conversion
EI Current Date/Time
Date Arithmetic
l:l Date Creation hus
EI EI > Functions and Special Variables:
$Casenum =
$Date
$Date11
5JDate
$8ysmis

$Time

Abs

Any

Applymaodel

Arsin hd

Filter by: [ ] Include description

(optlonal case selection condition) |
| Paste ‘ ‘ Reset HCanceIH Help |

Abbildung 9.6. Erzeugung eines zentrierten Pradiktors am Beispiel der negativen Selbstbewertung.
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Coefficients®

Standardized
Instandardized Coefficients Coeflicients

Model B Std. Error Beta t Sig.
1 (Constant) 18.180 855 18.027 =.001
nsh_zentriert 843 078 841 10.780 =.001

a. DependentVariable: Depressionsschwere (Gesamtwert fliir Becks Depressionsinventar)

Abbildung 9.7. Teil der Ausgabe flr die einfache lineare Regressionsanalyse mit zentriertem Pradiktor.

Neben der Zentrierung gibt es noch andere Variablentransformationen, die sich manchmal im
Zusammenhang mit Regressionsanalysen anbieten, um die Resultate inhaltlich einfacher interpretieren
zu konnen. Durch Skalierung einer Variablen kann etwa die Einheit, mit der diese Variable gemessen
wird, veréndert werden. Zur Skalierung kann etwa der gesamte in der Stichprobe vorliegende

x;—min(x;)

Variablenbereich verwendet werden: x; = Die auf diese Weise skalierte Variable x;

max(x;)—min(x;)’
variiert dann im Intervall O bis 1, wobei der Wert 0 dem kleinsten gemessenen Wert und der Wert 1 dem
grofiten gemessenen Wert entspricht. Dadurch &ndern sich die inhaltlichen Interpretationen fiir beide
Schéatzwerte a und b. Der Schatzwert a entspricht der erwarteten mittleren Auspragung des Kriteriums
fiir den kleinsten Wert der AV. Der Schitzwert b entspricht der Anderung in der erwarteten mittleren
Auspragung des Kriteriums, wenn sich die AV vom kleinsten zum gréfiten Wert in der Stichprobe

andert.

Eine weitere hdufige Form der Variablentransformation ist die z-Transformation oder auch
,,Standardisierung (bei der es sich — jedenfalls in der in SPSS implementierten Form — eigentlich um
eine Studentisierung handelt, da fiir die Skalierung nicht die empirische Standardabweichung, sondern
der Schatzwert der Populationsstandardabweichung auf Basis der Stichprobe mittels der
(erwartungstreuen) Schatzfunktion fir die Populationsvarianz o verwendet wird, siehe Kapitel 3). Die
z-Transformation einer Variablen lasst sich in SPSS sehr einfach tiber Analyze >> Descriptive Statistics

>> Descriptives... durchfiihren, siehe Abbildung 9.8.
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Abbildung 9.8. Z-Transformation einer Variablen in SPSS.

Ergebnisbericht fur die einfache lineare Regression

Ein Ergebnisbericht fiir die einfache lineare Regression fiir das oben erlauterte Beispiel konnte wie folgt
aussehen: ,,Ein signifikanter Anteil der Varianz in der Depressionsschwere der untersuchten 50 Personen
kann (mit a« = .005) auf die negative Selbstbewertung zuriickgefiihrt werden, F(1,48) = 116.20, p <.001,
R? = 0.71. GemaR Cohens Heuristiken (1988) entspricht dies einem groRen Effekt. Der
Regressionskoeffizient fur den Zusammenhang zwischen negativer Selbstbewertung und
Depressionsschwere ist signifikant positiv, b = 0.84 (stand. 8 = 0.84), t(48) = 10.78, p < .001 (einseitig);
d.h., je héher die negative Selbstbewertung, desto héher die Depressionsschwere. Eine Erhéhung der
negativen Selbstbewertung um einen Punkt geht gemal dem geschéatzten einfachen Regressionsmodell
im Mittel mit einer Erhdhung der Depressionsschwere um 0.84 Punkte auf der Skala fir die
Depressionsschwere einher.«

Aufgrund der Kleinheit der sich ergebenden p-Werte geht leider in diesem Beispiel etwas unter,
dass es sich hierbei um die Prifung einer gerichteten Hypothese gehandelt hat und wie dabei
grundséatzlich fir die in SPSS gegebene Ausgabe vorzugehen ist. In der Ausgabe wird ja nur ein p-Wert
fir den Regressionskoeffizienten (Steigungsparameter) angegeben. Dieser bezieht sich auf eine
Unterschiedshypothese (,,der Regressionskoeftizient unterscheidet sich von Null*). Bei Vorliegen einer
einseitigen Hypothese kann dieser p-Wert halbiert werden (wenn allerdings der zweiseitige p-Wert
bereits Kleiner als .001 ist, gilt dies auch fur den einseitigen). Zusétzlich ist selbstverstandlich noch zu
priifen, ob der Steigungsparameter auch tatsachlich das vermutete Vorzeichen hat; ansonsten kann die

Nullhypothese im Falle einseitiger Testung naturlich nicht ,,verworfen* werden.
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Regressionsanalyse fir zwei Pradiktoren

Enthalt das Regressionsmodell mehr als einen Pradiktor, spricht man von einer multiplen Regression.
Ein typisches Ziel der multiplen Regression ist die Verbesserung von Vorhersagen Uber die
Kriteriumsvariable durch Berticksichtigung mehrerer Pradiktoren. AuRerdem sind hdufig die folgenden

Fragen interessant (Buhner et al., 2025):

e Wie viel Varianz im Kriterium kann durch die Pradiktoren gemeinsam erklart werden?

e Welcher der Pradiktoren weist dabei den grofiten VVorhersagebeitrag auf?

o Wie grol} ist der eigenstdndige Vorhersagebeitrag eines Pradiktors, wenn der Pradiktor mit
anderen Préadiktoren korreliert?

o Verdndert sich die Starke, Richtung und damit die Interpretation des Effekts eines Pradiktors

durch die Beriicksichtigung eines anderen Prédiktors?

In diesem Abschnitt und im folgenden Kapitel werden wir uns mit der inferenzstatistischen
Erhellung solcher Fragen im Rahmen multipler linearer Regressionsanalysen mit zwei Préadiktoren
befassen. Die Erweiterung auf mehr als zwei Pradiktoren ist vergleichsweise einfach und wird im

Rahmen einiger entsprechender Ubungsbeispiele abgedeckt.

Zur lllustration verwenden wir weiterhin den Datensatz ,,Kap9daten.sav*. In diesem Datensatz
sind neben der Depressionsschwere und der negativen Selbstbewertung auch die Intensitdt von
Abhangigkeitskognitionen (erfasst jeweils mit entsprechend geeigneten psychometrischen
Instrumenten) von 50 (fiktiven) Personen gegeben. Mithilfe dieser Daten mdochten wir der Frage
nachgehen, ob und inwieweit die negative Selbstbewertung und Abhéngigkeitskognitionen die
Depressionsschwere von Personen erklaren (bzw. vorhersagen) kdnnen. Wir nehmen dabei an, dass
zwischen den beiden Pradiktorvariablen (negative Selbstbewertung und Abhangigkeitskognitionen) und
dem Erwartungswert des Kriteriums (Depressionsschwere) bis auf einen normalverteilten Fehler jeweils

lineare Zusammenhdange bestehen.

263



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Regressionsanalytisches Modell fiir zwei Pradiktoren

Das regressionsanalytische Modell im Falle zweier Pradiktoren lautet:
Y; ~ N(u;, 02) mit g = E(Y;| Xy = %1, Xip = Xi2) = @ + Brxig + BoXio.

Das Modell bringt zum Ausdruck, dass fiir jede bestimmte Realisation x;; und x;, der beiden
Pradiktoren X;; und X;, die Auspragung des Kriteriums als identisch und unabhédngig normalverteilte
Zufallsvariable Y; beschrieben werden kann, wobei der Erwartungswert (Mittelwert) der
Normalverteilung linear von den beiden Pradiktoren abhangt, mit (unbekanntem) Achsenabschnitt «
und den beiden (unbekannten) Steigungsparametern $; und S,, und die Varianz unabhangig von den
beiden Pradiktoren konstant den (unbekannten) Wert o2 hat. Die beiden Annahmen der multiplen
linearen Regression sind damit wie schon im Fall der einfachen linearen Regression gegeben durch (i)
den linearen Zusammenhang zwischen Pradiktoren und Erwartungswert des Kriteriums und (ii) die
identische und unabhdngige Normalverteilung der Abweichungen von diesem Erwartungswert mit
konstanter Varianz fur jede beliebige Realisation der Pradiktoren. Im letzten Abschnitt dieses Kapitels
werden wir uns mit Moglichkeiten der Uberpriifung der Plausibilitit dieser Annahmen im Falle einer

konkreten Stichprobe befassen.

Die inhaltliche Bedeutung der Modellparameter a, 8, und 3, ist wie folgt. Der Achsenabschnitt
a gibt den erwarteten Wert des Kriteriums fur x;; = x;, = 0an: E(Y;|X;; =0, X5, =0) =a + £, -0+
B2+ 0 = a. Im Falle zweier Préadiktoren kann der lineare Zusammenhang E (Y;|X;; = xj1, Xiz = Xi2) =
a + B1x;; + B.x;, als Ebene im dreidimensionalen, kartesischen Koordinatensystem mit den Achsen
Xi1, Xiz und Y; dargestellt werden. Bei dieser Ebene handelt es sich um die Menge aller Erwartungswerte
des Kriteriums fir alle moglichen Kombinationen der beiden stetigen Prédiktorvariablen. In diesem
Koordinatensystem entspricht der Achsenabschnitt & dann dem Punkt, in dem die Regressionsebene die
Y;-Achse schneidet. Der Steigungsparameter 8, gibt die Steigung der Regressionsebene in Richtung der
x;1-Achse an, d.h. die Anderung des erwarteten Werts des Kriteriums in Abhéngigkeit der Anderung

FE(Y;|Xi1=X1,Xj2=X;
des Pradiktors x;,: 22 ilXn=YuXin=%) _

%(a + By Xy + Boxi) = By D.h., By gibt an, wie stark

Oxis
sich der erwartete Wert des Kriteriums andert, wenn ausschlieflich der Pradiktor x;; um eine Einheit

vergroRert wird (,,ausschlieBSlich* bedeutet, dass dabei nicht gleichzeitig auch x;, verandert werden darf,
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d.h., die Verdnderung ausschlieRlich in Richtung der x;;-Achse vonstattengeht). Analog gibt der
Steigungsparameter 3, gibt die Steigung der Regressionsebene in Richtung der x;,-Achse an. Alternativ
kann man auch sagen: Eine Erhohung des Werts flr Prédiktor 1 um eine Einheit unter Konstanthaltung
des Werts flr Pradiktor 2 geht im Mittel mit einer Erhéhung des Kriteriums um S einher; eine Erhéhung
des Werts fur Pradiktor 2 um eine Einheit unter Konstanthaltung des Werts flr Pradiktor 1 geht im

Mittel mit einer Erh6hung des Kriteriums um S, einher (Blhner et al., 2025).

Dabei ist zu betonen, dass mit einer ,,Erhohung® des Kriteriums ,,durch Erhohung® eines
Préadiktors kein Kausalzusammenhang zum Ausdruck gebracht werden soll, sondern lediglich eine
bedingte Assoziation. Mit der Verdnderung eines Pradiktors (unter der Bedingung, dass andere
Pradiktoren sich nicht andern) geht lediglich (im Mittel) eine Anderung des Kriteriums einher, wird aber
nicht (zwingendermalRen) durch die Verénderung des Pradiktors verursacht. Eine prézisere
Formulierung des Sachverhalts wiirde lauten (Biihner et al., 2025): ,,Vergleicht man Personen aus der
Population, die sich in ihren Werten auf UV1 (oder UV2) um genau eine Einheit unterscheiden, aber
alle den gleichen Wert auf dem anderen Pradiktor aufweisen, dann haben die Personen mit dem hoheren

UV-Wert im Mittel einen um B, (oder B,) Einheiten hoheren Wert auf der AV.“

Schatzung und Testung der Modellparameter fur die multiple Regressionsanalyse mit zwei
Préadiktoren in SPSS

Zur Schatzung und Testung der Modellparameter kdnnen wir ganz analog zum Vorgehen bei der
einfachen linearen Regressionsanalyse im vorhergehenden Kapitel verfahren. Das heif3t, wir kénnen die
Regressionsanalyse wiederum unter Analyze >> Regression >> Linear... anfordern. Im sich ¢ffnenden
Menu kdnnen wir dann die Variable bdi wieder in das Feld ,,Dependent™ und dieses Mal die beiden
Variablen nsb und abk in das Feld ,,Block 1 of 1 schieben, siehe Abbildung 9.9. Einfiigen und
Ausfiihren der entsprechenden Kommandozeilen in der Syntax-Datei ergibt dann die in Fehler!
Verweisquelle konnte nicht gefunden werden. dargestellte Ausgabe. In Abbildung 9.10 sind auch
wieder alle Bestandteile farblich hervorgehoben, die wir fiir die Erstellung eines entsprechenden

Ergebnisberichts bzw. fiir die Erlauterung der Ausgabe im Folgenden brauchen werden.
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"\.,:,-‘ Linear Regression X
. gy L
55 1D bdi
|§ nsb | Block 10 1 m

abk Save
Previous Mext
- — DOptions
47 Megative Selbstbewertung [nsb] Style
& Abhangigkeitskognitionen [abk]
Method: Enter A

Selection Variable:

Case Labels:

WLS Weight:

Help ‘

Reset ‘Cancel

Abbildung 9.9. Ausfiihrung einer multiplen linearen Regression mit zwei Préadiktoren in SPSS.

In der Tabelle ,,Model Summary“ sehen wir sogleich, dass unsere beiden Pradiktoren zusammen
73.1% der Varianz der Depressionsschwere in der Stichprobe erklaren kénnen. Wir finden hier zudem
wieder den Schatzwert fiir die Fehlervarianz 2 aus dem Regressionsmodell, der hier den Wert 6.5522
= 42 .93 hat. Der Wert unter ,,Std. Error of the Estimate muss hierbei quadriert werden, da es sich dabei
um einen Schatzwert fur die Standardabweichung (Achtung: nicht erwartungstreu!) und nicht die

Varianz handelt.

In der Tabelle ,,ANOVA* finden wir das Ergebnis des Omnibustests, mit dem tiberpriift wird,
ob fiir mindestens einen der Pradiktoren der Regressionskoeffizient ungleich Null ist (Buhner et al.,
2025). Dies ist gleichbedeutend mit der Uberpriifung, ob der Anteil insgesamt erklarter Varianz, d.h. R?,

ungleich Null ist. Wir sehen, dass der Unterschied zu Null signifikant ist mit F(2, 47) = 63.79, p < .001.

In der Tabelle ,,Coefficients” finden wir schlieBlich Schitzungen und Testungen unserer
Modellparameter a, B, und B,. Wir sehen, dass der Achsenabschnitt mit a = -3.05 geschatzt wird und
nicht signifikant von Null abweicht, t(47) = -1.26, p = .213. Flr die Steigungsparameter ergibt sich: b,

=0.82,t(47) = 10.64, p <.001, sowie b, = 0.18, t(47) = 2.01, p = .050.
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Variables Entered/Removed®

Variables Variables
Model Entered Removed Method

1 Abhangigkeitsk . Enter
ognitionen,
Negative
Selbsthewertu
ng®
a. Dependent Variable: Depressionsschwere
(Gesamtwert flr Becks Depressionsinventar)

h. All requested variables entered.

Model Summary

e e e
Adjusted R Std. Error of the
Model R R Square Square Estimate

1 .855° I3 719 6.552

a. Predictors: (Constant), Abhangigkeitskognitionen, Negative
Selbsthewertung

ANOVA?
Sum of
Model Squares df Mean Square E Sig.
1 Regression 5477.548 2 2738.774 63.792 <.001°
Residual 2017.832 47 42,933
Total 7495380 49

a. Dependent Variable: Depressionsschwere (Gesamtwert flir Becks
Depressionsinventar)

b. Predictors: (Constant), Abhdngigkeitskognitionen, Negative Selbsthewertung

Coefficients®

Standardized
Unstandardized Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) -3.048 2.415 -1.262 213
Negative Selbstbewertung 817 077 816 10.638 <.001
Abhangigkeitskognitionen 183 .091 154 2.009 .050

a. DEPENGENT vanan e, DEPTCooIoNootnWels (UeSalWel Tl BECke Depressionsmeenan oo

Abbildung 9.10. Ausgabe fiir eine multiple lineare Regressionsanalyse mit zwei Préadiktoren in SPSS.

Inhaltlich lassen sich die Schatzwerte wie folgt interpretieren: Fir eine Population, in der das
durch diese Schétzwerte spezifizierte Regressionsmodell den Zusammenhang zwischen den beiden
Pradiktoren und dem Kriterium beschreibt, betragt die mittlere Depressionsschwere fiir Personen mit
einer negativen Selbstbewertung und einer Abhangigkeitskognition von jeweils 0 Punkten -3.05 Punkte.
Eine Erhohung der negativen Selbstbewertung um einen Punkt bei konstanter Abhangigkeitskognition

geht im Mittel mit einer Erh6hung der Depressionsschwere um 0.82 Punkte einher. Eine Erhdhung der
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Abhéngigkeitskognitionen um einen Punkt bei konstanter negativer Selbstbewertung geht mit einer

Erhohung der Depressionsschwere um 0.18 Punkte einher.

Inhaltlich ergeben Werte von Null fiir die beiden Pradiktoren und ein negativer Wert fir die
mittlere Depressionsschwere natlrlich wenig Sinn. Hier kdnnte wieder die Zentrierung der beiden
Préadiktoren Abhilfe schaffen. Haufig ist man aber ohnehin hauptsachlich an der bedingten Assoziation

des Kriteriums mit den Préadiktoren und weniger am Wert fiir den Achsenabschnitt interessiert.

Was ist hier mit ,,bedingter Assoziation* gemeint? Bedingte Assoziation bezieht sich auf den
Zusammenhang zwischen einem Pradiktor und einem Kriterium unter der Bedingung, dass zwischen
dem Kriterium und einem anderen Prédiktor ein bestimmter Zusammenhang besteht. Das heif3t, fur die
Interpretation unserer Schatzwerte und insbesondere derer p-Werte ist es ganz wesentlich, dass jeder
Wert unter der Bedingung gilt, dass alle anderen Modellparameter den resultierenden Schéatzwerten
entsprechen. D.h. unter der Voraussetzung, dass « = a = -3.048, 8, = b, = 0.183, und ¢? = 5% =
42.93 ergibt sich by = 0.817 mit t(47) = 10.64, p < .001. Der p-Wert ist dabei ein MaR daftr, wie sicher
wir uns auf Basis der gegebenen Stichprobe sein konnen, dass sich der ,,wahre* Modellparameter 3,
von Null unterscheidet. Die Argumentationslinie folgt dabei wieder der typischen Logik des
Nullhypothesensignifikanztestens: Unter der Voraussetzung, dass @ = a = -3.048, §, = b, = 0.183,
0% = 52 = 42.93, und 8; = 0 wiirden sich nur selten Regressionskoeffizienten mit Betrag |3;| = b, =
0.817 ergeben, und d.h., unter der VVoraussetzung, dass a = a = -3.048, B, = b, = 0.183, und o2 =
s2 = 42.93 erscheint deshalb die letzte der Annahmen (d.h., ; = 0) unter der Bedingung der Giiltigkeit
aller anderen Annahmen unplausibel. Auf Grundlage dieser Argumentation kann die Nullhypothese £,
= 0 ,,abgelehnt werden. Typischerweise wird dafur wieder im Vorhinein ein Signifikanzniveau
festgelegt um festzulegen, wie selten etwas unter Gultigkeit der Nullhypothese der Fall sein misste, um
die Glltigkeit der Nullhypothese zu bezweifeln, falls ein so seltener Fall fir eine konkrete
Zufallsstichprobe tatséchlich eintritt. Ist der p-Wert fiir den entsprechenden Regressionskoeffizienten
kleiner als dieses vorab festgelegte Signifikanzniveau, wird die entsprechende Nullhypothese abgelehnt.
Wichtig ist hierbei aber zu bemerken, dass all dies unter der Voraussetzung geschieht, dass die anderen

Modellparameter exakt geschitzt wurden. Darauf bezieht sich der Begriff ,,bedingte Assoziation®.
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Fur unseren zweiten Steigungsparameter haben wir den Schatzwert b, = 0.18 und den
zugehdrigen p-Wert p = 0.050 erhalten. Wir kénnen uns in diesem Fall also deutlich weniger sicher
sein, dass — wiederum unter der Voraussetzung der Identitat aller anderen Schatzwerte mit den
tatséchlichen Modellparametern — ein entsprechend positiver Zusammenhang in der Population auch
tatsachlich besteht. Mit dem tblichen Signifikanzniveau von .005 wirden wir in diesem Fall gemaR der

oben erlauterten Argumentationslinie die Nullhypothese 8, = 0 nicht ,,verwerfen®.

Aber heilit das, dass die Abhéangigkeitskognitionen keine Rolle fiir die Vorhersage der
Depressionsschwere spielen? Nein, es heilit lediglich, dass, wenn wir die negative Selbstbewertung
bereits kennen, uns die Abhangigkeitskognitionen im Mittel nicht mehr viel zusatzliche Information fir
die Vorhersage der Depressionsschwere liefern und wir uns deshalb auch bezuglich des Vorzeichens
der zusétzlichen Auswirkung auf die Vorhersage nicht sehr sicher sind. Kennen wir umgekehrt die
Abhangigkeitskognitionen und erfahren nun zusétzlich von der negativen Selbstbewertung, erlaubt uns
das eine deutliche bessere Vorhersage der Depressionsschwere und wir sind uns sehr sicher, dass eine
hohere negative Selbstbewertung im Mittel mit einem hoheren Depressionsniveau fiir eine beliebige,
gegebene Auspragung der Abhangigkeitskognitionen einhergeht. Auf diese Bedeutung des zusatzlichen
Informationsmehrwerts, den ein Pradiktor relativ zu anderen Pradiktoren fiir die Vorhersage der AV
bietet und wie dieser in den Ergebnissen flr die einzelnen Schétzwerte und deren p-Werte bereits

abgebildet ist, werden wir im nachsten Kapitel wieder zurickkommen.

Da wir alle Modellparameter geschatzt haben, kdnnen wir zur Vorhersage von Werten der AV

fur beliebige Werte der Pradiktoren diese Schéatzwerte nun auch in unsere Modellgleichung einsetzen:
Yi ~ N(‘Lli, 6552), Ui = E(Yllel = xillXiZ = xiZ) = —-3.05+0.82- Xi1 +0.18 - Xip-

Damit kénnen wir nun typische Fragestellungen, die sich auf die Vorhersage des Kriteriums
beziehen, beantworten. Z.B.: Welche Depressionsschwere erwarten wir im Mittel fir Personen mit einer
negativen Selbstbewertung von 20 Punkten und einer Intensitdt von Abhangigkeitskognitionen von 25

Punkten? Einsetzen dieser Zahlenwerte fiir X;; und X;, ergibt:

;= E(Y;|X;y = 20,X;, = 25) = —3.05 + 0.82-20 + 0.18 - 25 = 17.85.
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Wir konnen dies nun auch mit dem Vorhersagewert fur die mittlere Depressionsschwere
vergleichen, den wir erhalten wirden, wenn wir die negative Selbstbewertung um einen Punkt erhéhen,

die Abhéangigkeitskognitionen aber unveréndert lassen, d.h. X;; =21 und X;, = 25:
u; = E(Y;|X;; = 21,X;, = 25) =—-3.05+0.82-21+0.18- 25 = 18.67.

Wir sehen, dass in diesem Fall die mittlere Depressionsschwere um 18.67 — 17.85 = 0.82
Punkte zugenommen hat. D.h. die Differenz entspricht genau dem Schéatzwert b, = 0.82. Das illustriert,
weshalb die inhaltliche Interpretation des Schatzwerts genau so lautet wie oben angegeben: Eine
Erhohung der negativen Selbstbewertung um einen Punkt bei konstanter Abhangigkeitskognition geht
mit einer Erhdhung der Depressionsschwere um 0.82 Punkte einher. Die Interpretation ist eben nur
korrekt, wenn der jeweils andere Pradiktor konstant gehalten wird. Das war auch bereits ganz zu Anfang
des Kapitels mit der Auswirkung der Anderung ausschlieRlich in Richtung eines der beiden Préadiktoren
auf den erwarteten Wert des Kriteriums gemeint. Werden beide Pradiktoren gedndert, findet die

Anderung nicht mehr ausschlieRlich entlang einer der beiden Koordinatenachsen statt.

Ergebnisbericht fur die multiple lineare Regression mit zwei Pradiktoren

Ein Ergebnisbericht fur eine multiple lineare Regression mit zwei Pradiktoren konnte wie folgt
formuliert werden: ,,Eine multiple lineare Regressionsanalyse ergab, dass ein (mit a = .005)
signifikanter Anteil der Varianz in der Depressionsschwere der untersuchten n = 50 Personen durch die
negative Selbstbewertung und die Abhangigkeitskognitionen der Personen erklart werden kann, F(2, 47)
= 63.79, p < .001, R? = 0.73; ein groRer Effekt gemaR Cohen (1988). GemaR des resultierenden
Regressionsmodells geht eine Erhéhung der negativen Selbstbewertung um einen Punkt (bei Konstant-
haltung der Abhéangigkeitskognitionen) mit einer (mit @ = .005) signifikanten Erhéhung der Dep-
ressionsschwere um 0.82 Punkte auf der Skala von Becks Depressionsinventar einher, b,, = 0.82
(stand. g =0.82), t(47) = 10.64, p < .001. Eine Erhéhung der Abh&ngigkeitskognitionen um einen Punkt
geht (bei Konstanthaltung der Depressionsschwere) hingegen mit einer (mit a = .005) nicht-signi-
fikanten Erh6hung der Depressionsschwere um 0.18 Punkte einher, b, = 0.18 (stand. g = 0.15), t(47)

=2.01, p =.050. Schatzwerte und Teststatistiken flir das Gesamtmodell sind in Tabelle 10.1 gegeben.*
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Im folgenden Kapitel werden wir sehen, wie wir diesen Ergebnisbericht noch um den Bericht

der Varianzanteile, die jeder Pradiktor fur sich genommen aufklaren kann, erganzen kénnen.

Tabelle 10.1

Schéatzwerte und Teststatistiken flr alle Modellparameter des regressionsanalytischen Modells

Pradiktor Schatzwert ~ Standardfehler  Stand. Koeff.  t(47) p
Achsenabschnitt (a) -3.05 242 -1.26 213
Neg. Selbstbewertung (b;) 0.82 0.08 0.82 10.64 <.001
Abhangigkeitskogn. (b,) 0.18 0.09 0.15 2.01 .050
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Ubungsaufgaben

Die Datensatze fur Beispiele 9.4 und 9.5 gehen ein weiteres Mal auf die bewundernswerte Fantasie von
Andy Field (2024) zuriick. Die fir diese Beispiele bendtigten Datensétze ,,Album Sales.sav und
,Supermodel.sav* konnen auf der frei zugénglichen Webseite mit erganzenden Ressourcen fir sein
Buch »Discovering Statistics Using IBM SPSS Statistics® unter

https://edge.sagepub.com/field5e/student-resources/datasets heruntergeladen werden.

Beispiel 9.1

Was gehdrt zu den Voraussetzungen der linearen Regressionsanalyse?

(a) Die UV muss diskret sein.

(b) Die UV muss stetig sein.

(c) Zwischen UV und (Erwartungswerten der) AV (bei gegebenen Ausprédgungen der UV) muss
ein linearer Zusammenhang bestehen.

(d) Die Fehler (= Abweichungen der Auspragungen der AV in Ordinatenrichtung von der wahren
Regressionsgeraden) missen unabhangig von der Auspragung der UV normalverteilt mit

Mittelwert Null und konstanter Standardabweichung o2 sein.

Beispiel 9.2

Welche Aussage/n trifft/treffen zu?

(a) Im Rahmen der Regressionsanalyse wird die UV auch héufig als Kriterium bezeichnet.

(b) Eine Regressionsanalyse kann nur mit einer stetigen UV durchgeflhrt werden.

(c) Die AV wird bei Regressionsanalysen manchmal auch als Pradiktor bezeichnet.

(d) GemaR Cohen (1988) handelt es sich bei R? im Bereich von .02 bis .13 um kleine, im Bereich

von .13 bis .26 um mittlere, und ab .26 um grof3e Effekte.
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Beispiel 9.3
Im Datensatz ,,Kap9daten.sav*, den Sie in dem elektronischen Erganzungsmaterial (Engl.: electronic

supplementary material) zu diesem Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen

kénnen, ist neben der negativen Selbstbewertung und der Depressionsschwere noch eine weitere
Variable gegeben. Bei dieser Variablen handelt es sich um die Intensitét von Abhangigkeitskognitionen.
Es liegt nahe, dass die Depressionsschwere auch von der Intensitdt von Abh&ngigkeitskognitionen
abhangt. Untersuchen Sie diese Fragestellung mit einer einfachen linearen Regressionsanalyse und

beantworten Sie insbesondere die folgenden Fragen:

(a) Wie lauten die statistischen Hypothesen bezogen auf §?

(b) Fur welche statistische Hypothese entscheiden Sie sich mit einem Signifikanzniveau von a =
.05?

(c) In welchem Wert haben sich die Schatzfunktionen fiir den Achsenabschnitt und den
Steigungsparameter in der gegebenen Stichprobe realisiert?

(d) Wie werden die Schatzwerte fiir den Achsenabschnitt und den Steigungsparameter inhaltlich
interpretiert?

(e) Wie lautet die geschatzte Regressionsgerade?
Formulieren Sie schlieflich einen Ergebnisbericht fir die obige Fragestellung gemaR APA-Richtlinien.

Beispiel 9.4

Im Datensatz ,,Album Sales.sav* sind die Verkaufszahlen (in Tausenden von Stiick) von Musikalben
diverser Bands (Variable Sales) sowie das Werbebudget fiir diese Alben (Variable Adverts; in
Tausenden von Englischen Pfund) gegeben. Untersuchen Sie mit einem geeigneten statistischen
Verfahren, ob und zu welchem Anteil sich die Verkaufszahlen auf das verwendete Werbebudget
zuriickfihren lassen. Formulieren Sie einen entsprechenden Ergebnisbericht nach APA-Richtlinien.
Beantworten Sie zusatzlich folgende Fragen: wenn das Werbebudget fiir ein Aloum um eine Million
Pfund gesteigert wird, mit welcher Veranderung der Verkaufszahlen kann man im Mittel rechnen? Mit

welcher Streuung um diese mittlere VVerdnderung kann man auf der Basis der gegebenen Daten rechnen?
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Beispiel 9.5

Im Datensatz ,,Supermodel.sav* sind die Gehélter (Variable salary) von 231 Models sowie die Anzahl
an Jahren, flr die sie bereits als Model tétig sind (Variable years), gegeben. Untersuchen Sie mit einem
geeigneten statistischen Verfahren, ob und zu welchem Anteil sich die Gehalter auf die Berufserfahrung
(gemessen mit der Variable years) zuriickflhren lassen. Formulieren Sie einen entsprechenden

Ergebnisbericht nach APA-Richtlinien.

Beispiel 9.6

Transformieren Sie die Intensitit der Abhidngigkeitskognitionen im Datensatz ,,Kap9daten.sav* indem
Sie (a) eine zentrierte Variable erzeugen, (b) die Variable so skalieren, dass Werte von Null dem
kleinsten erhobenen Wert und Werte von 1 dem gréRten erhobenen Wert entsprechen, und (c) eine z-
transformierte Variable erzeugen. Lassen Sie sich dann jeweils fur ein einfaches lineares
Regressionsmodell mit dem Kriterium Depressionsschwere und der jeweiligen transformierten
Variablen als Pradiktor Schatzwerte fiir Achsenabschnitt und Steigung ausgeben. Machen Sie sich
mittels der jeweiligen Ausgaben bewusst, wie sich die jeweiligen Transformationen auf die inhaltliche

Interpretation der beiden Modellparameter auswirken.

Beispiel 9.7

Ein Statistikprofessor vermutet, dass zwischen der aufgewendeten Lernzeit (Variable AnzahlStunden)
und dem Logarithmus der Bestehensquote fir eine seiner Vorlesungsprifungen (= das Verhéltnis des
Anteils an Studierenden, die die Prufung bestehen, zum Anteil derjenigen, die nicht bestehen) ein
positiver linearer Zusammenhang besteht. Daraus folgert er, dass auch zwischen der aufgewendeten
Lernzeit und einer regularisierten Logit-Transformierten der bei der Priifung erreichten Punktzahl
(Variable LogitPunkte) ein positiver linearer Zusammenhang bestehen sollte. Daher erhebt er seit einiger
Zeit bei der entsprechenden Vorlesungspriifung auch die Anzahl an aufgewendeten Lernstunden aller
Studierenden, die die Priifung absolvieren. Die entsprechenden Daten sind in der Datei ,,Kap9UE7.sav*

gegeben.

Veranschaulichen Sie zuerst mittels eines Streudiagramms, dass die Annahme eines linearen

Zusammenhangs zwischen den Variablen AnzahlStunden (UV) und LogitPunkte (AV) gerechtfertigt
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erscheint. Uberpriifen Sie anschlieRend mit einem geeigneten statistischen Verfahren die Vermutung
des Professors beziiglich des positiven linearen Zusammenhangs und verfassen Sie einen
entsprechenden Ergebnisbericht. Beantworten Sie zudem die folgenden Fragen: Welcher Anteil an der
Varianz der abhéngigen Variablen kann durch die Anzahl der Lernstunden erklart werden? Um welchen
Betrag und in welche Richtung &ndert sich die abhéngige Variable fir eine Zunahme der aufgewendeten

Lernzeit um 20 Stunden?

Beispiel 9.8

Ein Erndhrungswissenschaftler vermutet einen Zusammenhang zwischen dem Anteil an Gemse (in %),
den Studierende im Mittel pro Tag zu sich nehmen und deren Leistung bei Prufungen. Um dieser
Vermutung nachzugehen, erhebt er u.a. entsprechende Daten von 200 Studierenden, die im Datensatz

»Kap9UES.sav* zu finden sind.

Uberpriifen Sie unter der Annahme eines linearen Zusammenhangs mit einem geeigneten
statistischen Verfahren die Vermutung des Ern&hrungswissenschaftlers und verfassen Sie einen
entsprechenden Ergebnisbericht. Beantworten Sie zudem die folgenden Fragen: Welcher Anteil an der
Varianz der Priifungsleistung kann in der Stichprobe im Mittel durch den Anteil an Gemuse erklart
werden? Um welchen Betrag und in welche Richtung &ndert sich die Priifungsleistung fiir eine Zunahme
des Gemiseanteils um 10%? Erstellen Sie schliellich ein Streudiagramm fiir die beiden Variablen und

fugen Sie dieses zu Ihrem Ergebnisbericht hinzu.

Beispiel 9.9
Fir das folgende (fiktive) Beispiel konnen Sie davon ausgehen, dass die fur die lineare Regression

notwendigen Annahmen allesamt erfiillt sind.

Eine Forscherin vermutet, dass zwischen der Menge an Brokkoli, die Personen wochentlich zu
sich nehmen, und der Intelligenz der Personen ein Zusammenhang besteht. Daher vermutet die
Forscherin, dass sich die Leistung bei einem Intelligenztest zum Teil auf die Menge an woéchentlich
verzehrtem Brokkoli zuriickfiihren lasst. Um diese Hypothese zu testen, rekrutiert die Forscherin 464

Personen, um deren 1Q und die wdchentlich verzehrte Menge an Brokkoli (in g) zu ermitteln. Die
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erhobenen Daten befinden sich in der Datei ,,brokkoli.sav*. Verwenden Sie fiir alle inferenzstatistischen

Tests ein Signifikanzniveau von .005.

(a) Fuhren Sie eine einfache lineare Regression durch, um die Hypothese der Forscherin
inferenzstatistisch zu prifen. Fassen Sie lhr Ergebnis in einem entsprechenden
Ergebnisbericht zusammen. Wie viel Varianz bezogen auf die Gesamtvarianz der
Intelligenzleistung kann die Menge wdchentlich verzehrten Brokkolis erkldaren? Wie
sehr verandert sich die Intelligenzleistung pro g wochentlich verzehrten Brokkolis?

(b) Ein anderer Forscher vermutet, dass neben der Menge wdchentlich verzehrten
Brokkolis auch die Menge wochentlich verzehrter Karotten ein bedeutsamer Pradiktor
fur die Intelligenz einer Person ist. Der Forscher befragt daher dieselben 464 Personen
nach der Menge wdchentlich verzehrter Karotten (ebenfalls in g). Zeigen Sie, dass
sowohl die Menge wochentlich verzehrten Brokkolis als auch die Menge wdchentlich
verzehrter Karotten signifikante Pradiktoren fur die Intelligenzleistung sind. Wie viel
Varianz bezogen auf die Gesamtvarianz der Intelligenzleistung kénnen die beiden

Pradiktoren gemeinsam erklaren?

Beispiel 9.10

Ein Club organisiert regelmaBig Konzerte. Um den Umsatz zu optimieren mochten die
Konzertveranstalter:innen herausfinden, welche Faktoren zum Erfolg (= Anzahl Besucher; Variable
Besucher) eines Konzertes beitragen. Aus ihrer langjéhrigen Erfahrung wissen sie, dass der Erfolg unter
anderem vom Ticketpreis (in Schweizer Franken; Variable Preis), dem Werbeaufwand (in Schweizer
Franken; Variable Werbung), sowie dem Erfolg der Band (Anzahl verkaufter CDs; Variable
CD_Verkauf) abh&ngt. Dies méchten die Veranstalter nun statistisch tberprifen, um kinftig den Erfolg
eines Konzertes im Voraus besser abschatzen zu kénnen. Flhren Sie eine lineare Regressionsanalyse
fiir diese Fragestellung durch und verfassen Sie einen Ergebnisbericht gemalR APA-Richtlinien. Die
Daten flr dieses Beispiel finden Sie in der Datendatei ,,konzertbesuche.sav*“. Hinweis: Sie kdnnen fir
dieses Beispiel davon ausgehen, dass die fir die lineare Regression notwendigen Annahmen allesamt

erfullt sind.
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Beispiel 9.11

In der Datei ,,sterne.sav* sind die Logarithmen der Oberflaichentemperatur und der Leuchtkraft von 47

Sternen gegeben. Zwischen dem Logarithmus der Oberflachentemperatur und dem Logarithmus der

Leuchtkraft eines Sterns im Hauptreihenstadium besteht laut Theorie ndherungsweise ein linearer

Zusammenhang: mit steigender Oberflachentemperatur nimmt die Leuchtkraft zu. Fur die folgenden

Berechnungen kdnnen Sie davon ausgehen, dass die fiir die lineare Regression notwendigen Annahmen

allesamt erfillt sind.

(a)

(b)

Dieses

Fihren Sie eine einfach lineare Regressionsanalyse durch und erstellen Sie einen
entsprechenden Ergebnisbericht. Wie wirden Sie das Resultat in Hinsicht auf die theoretische
Vorhersage interpretieren?

Bei der Inspektion eines Streudiagramms fiir die 47 Sterne stellt ein Astrophysiker fest, dass
das Diagramm vier Sterne enthalt, die sehr hohe Leuchtkraft (> 5.5) bei sehr geringer
Oberflachentemperatur (< 3.6) aufweisen. Da es sich bei diesen Sternen vermutlich nicht um
Hauptreihensterne, sondern um sogenannte Rote Riesen handelt, empfiehlt der Astrophysiker
die Quantifizierung des linearen Zusammenhangs unter Ausschluss dieser vier Sterne zu
wiederholen. Zu welchem Ergebnis kommen Sie in diesem Fall und was schlieBen Sie daraus
fur den theoretisch postulierten Zusammenhang zwischen den Logarithmen von

Oberflachentemperatur und Leuchtkraft?

Beispiel wurde inspiriert von der Erlauterung desselben Sachverhalts im Rahmen der

Korrelationsanalyse bei Wilcox (2022; S. 543). Die Daten entsprechen ebenfalls in etwa den dort in

Abb. 9.2 abgebildeten Daten, die urspriinglich auf Rousseeuw und Leroy (1987) zurlickgehen.
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Kapitel 10
Regressionsdiagnostik, Effektstarken, Stichprobenplanung, Kollinearitat

Stefan E. Huber

Regressionsdiagnostik

Mit Regressionsdiagnostik ist eine Uberpriifung der Annahmen des Regressionsmodells gemeint.
Typischerweise wird im Rahmen einer Regressionsdiagnostik auch eine Ausreif3eranalyse durchgefiihrt.
Grundsatzlich ist die Regressionsdiagnostik vor dem inferenzstatistischen Verfahren durchzufiihren

(Buhner et al., 2025), auch wenn wir aus didaktischen Grunden hier die Reihenfolge umgekehrt haben.

Der Einfachheit halber seien hier die Annahmen der linearen Regression noch einmal
wiederholt: (i) es besteht ein linearer Zusammenhang zwischen Prédiktoren und Erwartungswert des
Kriteriums und (ii) die Abweichungen von der Regressionsgerade (oder Regressionsebene bei zwei
Préadiktoren oder Regressionshyperebene bei mehr als zwei Pradiktoren) konnen durch identische und
unabhéngig normalverteilte Zufallsvariablen mit Erwartungswert Null und konstanter Varianz fur jede
beliebige Realisation der Pradiktoren beschrieben werden. Fir die Annahme der konstanten Varianz der
Fehler werden wie schon fur das varianzanalytische Modell hdufig auch die Begriffe
Varianzhomogenitat oder Homoskedastizitat verwendet. Liegt keine konstante Varianz vor, spricht man

von Varianzheterogenitat bzw. Heteroskedastizitét.

Wiahrend die Unabhéngigkeit der Fehler durch die Stichprobenziehung gewéhrleistet werden
muss, kdnnen die Annahmen der Linearitéat, der Normalverteilung und der konstanten Varianz der Fehler
allesamt verletzt sein, und sollten daher Uberpriift werden. Neben der meist zusatzlich durchgefiihrten

AusreilReranalyse umfasst die Regressionsdiagnostik demnach (Buhner et al., 2025):

e die Uberpriifung der Linearitatsannahme,
e die Uberpriifung der Normalverteilungsannahme,

e sowie die Uberpriifung der Homoskedastizititsannahme.

Da sich die Fehler g; auf die unbekannte wahre Regressionsgerade bzw. -(hyper)ebene beziehen,

konnen ihre Eigenschaften (aulRer in Simulationsstudien) im konkreten Fall nicht untersucht werden.

279



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Stattdessen werden die sog. Residuen verwendet, d.h. die Differenzen zwischen den durch die
Regressionsgleichung mit den geschatzten Modellparametern vorhergesagten Kriteriumswerten und den
tatsachlich gemessenen Kriteriumswerten. Aus mathematischen Grunden empfiehlt es sich zudem

hierbei sog. studentisierte Residuen zu verwenden.

Uberpriifung der Linearitatsannahme

Im Falle der einfachen linearen Regression kann die Linearitatsannahme mithilfe eines Streudiagramms
fur AV und UV berprift werden. Ein solches kann in SPSS unter Graphs >> Chart Builder ...
angefordert werden. Dort kann dann im Reiter ,,Gallery die Grafikrubrik ,,Scatter/Dot* und fiir diese
wiederum die erste Auswahlmdglichkeit ganz links ausgewéhlt werden. Zu Illustrationszwecken tragen
wir die Depressionsschwere nach oben und die negative Selbstbewertung nach rechts auf, indem wir die
beiden Variablen in die entsprechenden Felder im Fenster ,,Chart preview...* ziehen. Zusitzlich fiigen
wir dem Streudiagramm noch eine lineare Fitgerade hinzu. All die getroffenen Auswahlen sind auch in

Abbildung 10.1 illustriert.

Das Ergebnis ist in Abbildung 10.2 gezeigt. Wir sehen, dass sich die einzelnen Datenpunkte
relativ dicht und gleichmaBig um die lineare Fitgerade drangen. Die Annahme eines linearen

Zusammenhangs zwischen diesen beiden Variablen scheint also durchaus ihre Berechtigung zu haben.

Zum Vergleich ist in Abbildung 10.3 eine Datensituation dargestellt, die wenig Grund zur
Annahme eines linearen Zusammenhangs zwischen den beiden Variablen im Streudiagramm gibt. Die
Punktewolke weicht einerseits stark von der linearen Fitgerade ab, aber insbesondere scheinen die
Abweichungen dabei auch einem bestimmten Muster zu folgen. Fiir kleine und grof3e x-Werte weichen
die y-Werte eher nach oben ab, wéhrend sie fir mittlere x-Werte stark nach unten hin abweichen. In der
Tat handelt es sich bei den gegen x aufgetragenen y-Werten um eine Uberlagerung einer Sinusfunktion
mit weillem Rauschen, bzw. praziser: y = y(x) = sin(x) + N(0,1). Es liegt also tatsachlich kein
linearer Zusammenhang vor. Ob aber in einer konkreten Situation die Annahme eines linearen

Zusammenhangs eher gerechtfertigt ist oder nicht, ist selten so klar wie im gezeigten Beispiel.

Im Rahmen der Uberpriifung der Linearitdtsannahme ist es wichtig zu bemerken, dass fiir eine

sinnvolle Interpretation der geschatzten Modellparameter eines linearen Regressionsmodells zumindest
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ein monoton steigender oder fallender Zusammenhang zwischen Pradiktor und Kriterium bestehen

sollte. Ist dieser Zusammenhang in Wahrheit nicht linear (sondern z.B. exponentiell oder quadratisch)

wird der wahre Zusammenhang durch die Annahme der Linearitdt zwar unter- oder tberschatzt, aber es

wird zumindest immer noch ein wichtiger Aspekt des Zusammenhangs, namlich das Steigen oder Fallen

des Kriteriums mit steigendem Pradiktor, zum Teil erfasst.
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Abbildung 10.1. Anforderung eines Streudiagramms fiir die Depressionsschwere und die negative

Selbstbewertung inklusive einer linearen Fitgeraden.
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Scatter Plot of Depressionsschwere (Gesamtwert flir Becks Depressionsinventar) by Negative
Selbstbewertung

R# Linear = 0.708
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Depressionsinventar)

0 10 20 30 40

Negative Selbstbewertung

Abbildung 10.2. Streudiagramm fir die Depressionsschwere und die negative Selbstbewertung.

Scatter Plot of y by x
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Abbildung 10.3. Streudiagramm fiir zwei Variablen, zwischen denen eher kein linearer Zusammenhang

bestehen duirfte.
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Besteht nicht einmal ein monotoner Zusammenhang, lasst sich dieser mit einem linearen
Regressionsmodell gar nicht abbilden. D.h., wenn eine lineare Regressionsanalyse kein Indiz fiir einen
linearen Zusammenhang liefert, heilt dies nicht, dass zwischen den beiden Variablen gar kein
Zusammenhang besteht. So besteht etwa im in Abbildung 10.3 illustrierten Fall ganz klar ein
Zusammenhang zwischen x und y; dieser ist eben gerade durch die Funktionsvorschrift y(x) oben
definiert. Allerdings besteht zwischen den beiden Variablen eben kein linearer Zusammenhang. Die
Durchflihrung einer linearen Regressionsanalyse ergibt auch eine verschwindend kleine Steigung. Das
ist kein Fehler. In der Tat hangt y nicht linear von x ab. Daraus aber abzuleiten, dass y generell nicht
von x abhangt wére ein Fehler. Die bestehende (sinusformige) Abhéngigkeit kann schlichtweg nicht mit
der Steigung B einer Geraden y(x) = a + fx erfasst werden. Um diesen Zusammenhang zu

guantifizieren missten wir andere Modelle verwenden.

Wie Buhner et al. (2025) richtig folgern, beeintréchtigt die Verletzung der Linearitdtsannahme
also die Interpretation der Modellparameter selbst und nicht nur die inferenzstatistischen Verfahren zur
Testung dieser Parameter. Daran kann auch ein grof3er Stichprobenumfang nichts &ndern. Daher sollte
die Linearitatsannahme in jedem Fall (d.h. insbesondere auch fur sehr groRe Stichproben) Uberprift

werden. Zumindest eine graphische Uberpriifung ist in jedem Fall zu empfehlen (Anscombe, 1973).

Wie kann diese Annahme im Fall einer multiplen linearen Regression tberprift werden? Dafur
muss einerseits die Linearitdtsannahme fir jeden Pradiktor einzeln veranschaulicht, andererseits
zusétzlich die linearen Zusammenhange der jeweils anderen Pradiktoren mit dem Kriterium
herausgerechnet (,,herauspartialisiert”) werden. Eine entsprechende Uberpriifung der Linearitit kann in

SPSS mit sog. partiellen Regressions-Plots geleistet werden.

Dazu wird zuerst unter Analyze >> Regression >> Linear... zuerst wieder die multiple
Regressionsanalyse, fur die die partiellen Regressions-Plots inspiziert werden sollen, angefordert. Unter
,Plots* wird dann zusitzlich ,,Produce all partial plots* ausgewéhlt, sieche Abbildung 10.4. Die
Ergebnisse sind in Abbildung 10.5 und Abbildung 10.6 gezeigt. Beiden Streudiagrammen wurde
nachtrdglich noch eine Fitgerade durch Doppelklick auf die entsprechende Grafik in der Ausgabe und

dann Auswahl der entsprechenden Schaltflache im Grafikeditor, siehe Abbildung 10.7, hinzugefugt.
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Abbildung 10.4. Auswahl der partiellen Regressions-Plots in SPSS.
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Abbildung 10.5. Partieller Regressions-Plot fiir die negative Selbstbewertung.
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Abbildung 10.7. Hinzufugen einer Fitgeraden zu einem Streudiagramm im Grafikeditor.

285



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Uberpriifung der Normalverteilungsannahme

Die Uberpriifung der Normalverteilungsannahme kann durch Inspektion eines Histogramms der
standardisierten Residuen erfolgen. Dieses kann ebenfalls unter ,,Plots” im Menii zur Anforderung der
multiplen Regressionsanalyse ausgewahlt werden, siehe Abbildung 10.9. Das sich ergebende

Histogramm ist in Abbildung 10.8 dargestellt.

Die Uberpriifung der Annahme anhand dieser Abbildung ist in der Tat sehr subjektiv. Im
vorliegenden Fall scheint die Annahme auch nur mehr schlecht als recht erfillt zu sein (sie ist es
allerdings, weil die fiktiven Daten entsprechend der Annahme erzeugt wurden). Allerdings lasst sich
zeigen, dass die inferenzstatistischen Verfahren im Rahmen der linearen Regression relativ robust
gegeniiber der Verletzung der Normalverteilungsannahme sind (Rajh-Weber et al., 2025). Eine
Verletzung der Normalverteilungsannahme ist daher insbesondere in groRen Stichproben nicht so
schlimm (Buhner et al., 2025).

Histogram

Dependent Variable: Depressionsschwere (Gesamtwert fiir Becks Depressionsinventar)

15
Mean = 6.94E-17
Stel. Dev. = 0.979
N =150

-
[=]

Frequency

-2 -1 v] 1 2 3 4

Regression Standardized Residual

Abbildung 10.8. Histogramm der standardisierten Residuen inklusive einer gefitteten

Normalverteilungskurve.
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Uberpriifung der Homoskedastizitat

Auch die Annahme der Homoskedastizitat kann mittels Inspektion einer geeigneten Grafik Uberpruft
werden. Dazu wird unter ,,Plots* im Menii zur Anforderung der multiplen Regressionsanalyse ein
Streudiagramm fiUr die studentisierten Residuen sowie die z-transformierten Vorhersagewerte des

Regressionsmodells angefordert, siehe Abbildung 10.9.

Grund zur Annahme von Homoskedastizitat liegt dann vor, wenn die studentisierten Residuen
(als Schatzwerte der unbekannten Fehler im linearen Regressionsmodell, auf die sich die Annahme der
Varianzhomogenitat bezieht) sich gleichmaRig tber den gesamten Bereich oberhalb und unterhalb der
horizontalen Nulllinie verteilen (die rote Nulllinie in Abbildung 10.10 wurde nachtraglich zur
einfacheren Beurteilung eingefugt). Im vorliegenden Fall scheint die Annahme eher verletzt als erfillt
zu sein (als Erzeuger der Daten weil} der Verfasser aber, dass sie durchaus erfullt war). Im Regelfall ist

die grafische Beurteilung wiederum sehr subjektiv und selten eindeutig.

'lu..]-'i Linear Regression: Plots X
DEPEMDNT Scatter 1 of 1
*ZPRED -
ZRESID mTEVIOuS Mext
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[v] Histogram
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WS | Cancel Help

Abbildung 10.9. Anforderung (i) eines Streudiagramms fir die studentisierten Residuen und die z-

[V] Produce all partial plots

transformierten Vorhersagewerte des Regressionsmodells (rechts oben im Feld ,,Scatter 1 of 1°), (ii)

eines Histogramms fur die standardisierten Residuen, und (iii) der partiellen Regressions-Plots.
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Im Zweifelsfall ist es aber im Fall der Homoskedastizitatsannahme durchaus ratsam auf
alternative  inferenzstatistische ~ Verfahren  zuriickzugreifen, da  Heteroskedastizitait  die
inferenzstatistischen Verfahren im Rahmen multipler Regressionsanalysen selbst bei grofien
Stichproben maRgeblich beeintrachtigen kann (Rajh-Weber et al., 2025). Mdgliche Alternativen sind
Bootstrap-Verfahren (verfugbar im Menu fur die lineare Regression in SPSS, siehe z.B. Blhner &
Ziegler, 2017, fur Beschreibung und Anleitung), Korrektur der Standardfehler (z.B. mit der HC3
Methode, siehe z.B. Rajh-Weber et al., 2025), oder voraussetzungsrobustere Verfahren (siehe z.B.

Wilcox, 2022).

AusreiReranalyse

Ausreifer, d.h. Datenpunkte mit ungewohnlich grofRen oder kleinen Werten fir AV oder UV, kénnen
die Ergebnisse einer Regressionsanalyse stark verzerren. Dabei sind vor allem Einflusswerte von
besonderer Bedeutung, die sowohl ungewodhnlich grof3e oder kleine Werte fiir die UV aufweisen (= sog.
Hebelwerte) als auch ungewdhnlich weit von der (ohne Ausreiller) geschatzten Regressionsgerade

abweichen (= sog. Diskrepanzwerte).
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Abbildung 10.10. Streudiagramm fur die studentisierten Residuen und die z-transformierten

Vorhersagewerte des Regressionsmodells.
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Einflusswerte lassen sich mit der sog. Cook’schen Distanz identifizieren. Diese Metrik gibt fiir
jeden Fall (Person) an, wie stark sich die Vorhersagewerte fur alle anderen Falle (Personen) andern
wirden, wenn dieser eine Fall (Person) von der Regressionsanalyse ausgeschlossen werden wiirde. Je
groBer die Cook’sche Distanz, desto hoher der Einflusswert. Manche Autor:innen (Buhner et al., 2025)
empfehlen daher, alle Fille als kritisch zu betrachten, die eine Cook’sche Distanz von iiber 4/n
aufweisen, wobei n den Stichprobenumfang bezeichnet. Allerdings ist dieser Zugang etwas
problematisch, da solche Werte in 5% aller Falle rein statistisch zu erwarten sind, wenn alle Annahmen
der linearen Regressionsanalyse erfiillt sind (siehe Ubungsaufgabe 10.3). Als Alternative wird daher
empfohlen, Fille mit den extremsten Cook’schen Distanzen genauer anzusehen (Biihner et al., 2025).

Sich eingehender mit den Daten auseinanderzusetzen ist grundsatzlich immer eine gute Idee.

Allerdings sollten Félle niemals ausschlieBlich aus den Daten entfernt werden, bloR weil sie
extremere Werte als die Mehrzahl der Félle aufweisen. Liegen keine offensichtlichen Fehler (etwa
offensichtliche Fehler beim Digitalisieren von Papier-und-Bleistift-Fragebogendaten; z.B. Eintragen
von Werten, die auf Item-Skalen gar nicht méglich sind) vor, sollte stattdessen besser auf Methoden
zurlickgegriffen werden, die robust gegeniiber den Effekten von einzelnen Ausreil3ern sind (siehe z.B.
Mair & Wilcox, 2020; Wilcox, 2022). Unter Umstanden kdnnen Analysen auch einmal mit und einmal
ohne extreme Ausreilerwerte durchgefiihrt werden, um immerhin deren Einfluss auf die

Schlussfolgerungen quantifizieren zu kénnen.

Die Ermittlung der Cook’schen Distanz fiir alle Félle (Personen) erfolgt in SPSS ebenfalls im
Menu zur Anforderung der Regressionsanalyse und dort im Untermenti ,,Save...*, siche Abbildung
10.11. Durch Auswahl dieser Option wird dann eine neue Variable erzeugt (mit dem klingenden Namen
,COO _1%). Fiir den vorliegenden Datensatz bel&uft sich der Stichprobenumfang auf n = 50, d.h. 4/n =
0.08. In der Datenansicht konnen alle Fille durch Rechtsklick auf den Spaltennamen ,,COO_1* und
Auswabhl von ,,Sort Descending™ absteigend nach der Cook’schen Distanz sortiert werden. Wir sehen,
dass nur drei Félle eine Cook’sche Distanz grofler als 0.08 aufweisen. Da 3/50 = 0.06 entspricht dies
sehr genau den erwarteten 5% unter Gultigkeit aller Voraussetzungen fur die lineare Regression, woraus
der Verfasser dieses Dokuments schlussfolgern wirde, dass hier im Allgemeinen keine untypische

Datensituation bestehen dirfte.
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Abbildung 10.12. Fille mit der groften Cook’schen Distanz in unserem Beispieldatensatz.
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Effektstarken

Im Rahmen der multiplen linearen Regression kdénnen zwei Typen von Effektstarken unterschieden
werden (Biuhner et al., 2025): Effektstdrken, die die Stirke des Zusammenhangs aller Prédiktoren
gemeinsam mit dem Kriterium quantifizieren, sowie Effektstarken, die die Starke des Zusammenhangs

eines einzelnen Pradiktors mit dem Kriterium quantifizieren.

Eine Effektstarke des ersten Typs haben wir mit dem Determinationskoeffizienten R? bereits
kennengelernt. Auch eine Effektstdrke des zweiten Typs haben wir mit dem standardisierten
Regressionskoeffizienten bereits kennengelernt, aber bisher noch nicht im Detail erldutert. Dieser gibt
uns neben der Starke des Zusammenhangs auch eine Information Uber die Richtung des
Zusammenhangs (unter Konstanthaltung aller anderen Pradiktoren). Zusétzlich zum standardisierten
Regressionskoeffizienten werden wir mit der quadrierten Semipartialkorrelation noch eine weitere
Effektstarke des zweiten Typs kennenlernen, die uns wiederum ein MaR fur die Stirke des
Zusammenhangs, aber nicht fur seine Richtung angibt. Sie hat allerdings eine sehr anschauliche
Bedeutung in Relation zum Determinationskoeffizienten, weshalb sie flr eine Interpretation der
Ergebnisse einer multiplen linearen Regressionsanalyse einen Mehrwert darstellt, den der

standardisierte Regressionskoeffizient nicht liefern kann.

Der Determinationskoeffizient R

In der einfachen linearen Regression ist der Determinationskoeffizient R? schlichtweg das Quadrat des
Pearson Korrelationskoeffizienten und gibt an, welchen Varianzanteil sich Pradiktor und Kriterium
teilen. Flr die multiple lineare Regression ist der Determinationskoeffizient R? eine direkte
Verallgemeinerung der quadrierten Pearson Korrelation aus der einfachen linearen Regression. Zu
seiner Berechnung kénnen einfach die durch alle Pradiktoren vorhergesagten Erwartungswerte des
Kriteriums ermittelt werden, und deren Varianz dann mit der Varianz des Kriteriums ins Verhaltnis
gesetzt werden (Buhner et al., 2025). Diese GroRe kann dann als jener Anteil der Varianz des Kriteriums
interpretiert werden, der durch alle Pradiktoren zusammen ,erklart“ werden kann. Aufgrund der
inhaltlichen Nahe zur Pearson Korrelation aus der einfachen linearen Regression wird die Wurzel aus

dem Determinationskoeffizienten auch als multiple Korrelation bezeichnet.
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Sowohl die multiple Korrelation als auch den Determinationskoeffizienten haben wir bei der
Besprechung der Ausgaben fur die lineare Regression in SPSS schon wiederholt gesehen und auch schon
in entsprechenden Ergebnisberichten verwendet. Zur Wiederholung bemuhen wir hier noch einmal den
Datensatz aus Kapitel 9, d.h. die Datei ,,Kap9daten.sav*, und fiihren eine multiple lineare Regressions-
analyse mit den beiden Prédiktoren negative Selbstbewertung und Abh&ngigkeitskognitionen und dem

Kriterium Depressionsschwere durch. Der fur uns hier relevante Teil der Ausgabe ist in Abbildung 10.13

dargestellt. Wir sehen, dass R? = .73 und R = VR? = .86. Bei beiden GroRen kénnen wir entsprechend
APA-Konventionen wieder die filhrende Null weglassen, da sie nur zwischen Null und Eins variieren

kdnnen.

Model Summary
Adjusted B Std. Error of the
Model R R Square Square Estimate
1 .a55® T3 714 6.552

a. Predictors: (Constant), Abhangigkeitskognitionen, Megative
Selbsthewertung

Abbildung 10.13. Ausgabe der multiplen Korrelation und des Determinationskoeffizienten fir eine

multiple lineare Regressionsanalyse in SPSS.

Es sei hier noch angemerkt, dass manche Autor:innen (Blhner et al., 2025) véllig zu Recht sehr
streng zwischen Parameter, Schatzfunktion und Schétzwert unterscheiden und dafiir auch ihre je eigene
Notation einfiihren, z.B. griechische Buchstaben ausschlieBlich fiir (unbekannte) Modellparameter,
grolRe lateinische Buchstaben fiir Schatzfunktionen, kleine lateinische Buchstaben fur Schéatzwerte.
Auch wenn hier in Anlehnung an die SPSS-Notation (und die tbliche Notation nach APA-Richtlinien;
American Psychological Association, 2019) fir die multiple Korrelation ein groRer lateinischer
Buchstabe verwendet wird, handelt es sich hier wie auch in der SPSS-Ausgabe naturlich zweifelsfrei
jeweils um konkrete Schatzwerte. Grundsatzlich darf man sich von unterschiedlichen Notationen nicht
zu sehr verwirren lassen. Viel wichtiger als die Frage, welche Symbole verwendet werden, ist die Frage,
was diese Symbole jeweils denotieren. Letzteres ist von inhaltlichem Belang, ersteres hauptséchlich
Gewohnheit. Das zweite Newton’sche Axiom bleibt dasselbe, egal, ob es als F = ma, K = mb oder

p = F denotiert wird. Am Naturgesetz adndert seine Schreibweise nichts.
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Standardisierte Regressionskoeffizienten
Auch die standardisierten Regressionskoeffizienten sind uns bereits wiederholt begegnet und wir haben
sie auch in allen Ergebnisberichten von Regressionsanalysen brav angegeben. Abgesehen von der

einfachen linearen Regression haben wir sie aber nicht weiter erlautert.

Bei den standardisierten Regressionsgewichten handelt es sich schlichtweg um die
Steigungsparameter, die man erhalt, wenn Pradiktoren und Kriterium allesamt z-transformiert werden.
Wenn mit g,; der j-te standardisierte Regressionskoeffizient (des wahren Regressionsmodells)
bezeichnet wird, kann der standardisierte Regressionskoeffizient wie folgt interpretiert werden (Buhner
et al., 2025): Eine Erhéhung der j-ten UV um eine Standardabweichung geht (bei Konstanthaltung aller
anderen UV) mit einer Erh6hung der AV um g,; Standardabweichungen einher. Der standardisierte
Regressionskoeffizient gibt also fiir jede UV an, wie stark diese bei Konstanthaltung aller anderen UV
mit der AV zusammenhangt. Ferner gibt er die Richtung des Zusammenhangs an: bei positivem
Vorzeichen, wéchst die AV mit steigender UV, bei negativem Vorzeichen, fallt die AV mit steigender

uv.

Wéhrend der standardisierte Regressionskoeffizient (bzw. préziser: sein Schatzwert) in der
einfachen linearen Regression dem Pearson Korrelationskoeffizienten zwischen UV und AV entspricht,
tut er das in der multiplen linearen Regression nicht. Hier ist wichtig, sich daran zu erinnern, dass die
einzelnen Regressionsgewichte bedingte Assoziationen zwischen den UV und der AV beschreiben. Das
Regressionsgewicht (egal ob standardisiert oder nicht) fir den j-ten Pradiktor ist ein MaR fir den
linearen Zusammenhang zwischen j-ter UV und AV unter Bericksichtigung aller anderen linearen
Zusammenhange zwischen den anderen UV und der AV. Auf die wesentliche Bedeutung dieser
bedingten Assoziation werden wir bei der Diskussion der Kollinearitdt unten auch wieder

zurlickkommen.

In SPSS erhalten wir die Schatzwerte fir die standardisierten Regressionsgewichte
standardméRig in der Ausgabe fiir Regressionsanalysen. Fiir die im vorherigen Abschnitt durchgefiihrte
Regressionsanalyse ist der entsprechende Teil der Ausgabe in Abbildung 10.14 dargestellt. Die

Darstellung im Ergebnisbericht kann in den beiden vorhergehenden Kapiteln nachgeschlagen werden.
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Coefficients®

Standardized
nstandardized Coefficients Coefficients

Model B Std. Errar Beta 1 Sig.

1 (Constant) -3.048 2414 -1.262 213
Megative Selbsthewertung 817 07T 816 10.638 =001
Abhéngigkeitskognitionen 183 081 154 2.009 080

a. DependentWariable: Depressionsschwere (Gesamtwenr flir Becks Depressionsinventar)

Abbildung 10.14. Ausgabe der standardisierten Regressionsgewichte in der Spalte ,,Standardized

Coefficients Beta“ in der SPSS-Ausgabe flr eine multiple lineare Regression.

Die quadrierte Semipartialkorrelation

Die quadrierte Semipartialkorrelation stellt eine Ergdnzung zum standardisierten Regressionsgewicht
dar, die besonders wegen ihres inhaltlichen Zusammenhangs mit dem Determinationskoeffizienten von
Bedeutung ist. In der Tat ist die quadrierte Semipartialkorrelation fiir den j-ten Prédiktor nichts anderes
als die Differenz des Determinationskoeffizienten des gesamten Regressionsmodells und dem
Determinationskoeffizienten des Regressionsmodells, das man erhalt, wenn man den j-ten Pradiktor aus
dem gesamten Regressionsmodell entfernt (Biihner et al., 2025). Sie ist also gerade jener Anteil an der
Varianz im Kriterium, der durch Hinzunahme des j-ten Pradiktors Uber die anderen Préadiktoren hinaus
erklart werden kann. Gleichzeitig ist sie jener Anteil der Varianz des Kriteriums, der auf den
einzigartigen Beitrag des j-ten Prédiktors zurtickzufiihren ist. Dies ist vereinfacht gesagt, deshalb so,
weil alle Anteile der Varianz des Kriteriums, die vom j-ten Prédiktor gemeinsam mit den anderen
Prédiktoren erklart werden, bereits im Regressionsmodell mit allen Pradiktoren aulRer dem j-ten

Préadiktor abgedeckt sind (weil sie ja eben geteilte erklarte Varianzanteile sind).

D.h., die quadrierten Semipartialkorrelationen geben uns an, welche Anteile an der insgesamt
erklarten Varianz im Kriterium jeweils auf die einzelnen Prédiktoren zuriickgehen. Die Summe der
einzelnen Beitrdge muss dabei aber nicht die gesamte erklérte Varianz (= Determinationskoeffizient)
ergeben, da auch ein Anteil an erklarter Varianz Gbrigbleiben kann, der nur durch eine Kombination der
Préadiktoren erklart werden kann. In seltenen Fallen kann die Summe der Semipartialkorrelationen den
Anteil insgesamt erklérter Varianz auch tbersteigen. Die mathematischen Griinde dafiir sind kompliziert

und werden hier nicht weiter erlautert.
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In SPSS konnen die Semipartialkorrelationen im Menii ,,Statistics... unter Analyze >>
Regression >> Linear... durch Auswahl von ,,Part and partial correlations* angefordert werden, siche
Abbildung 10.15. Die Schatzwerte der Semipartialkorrelationen sind dann in der Ausgabe in der Tabelle

,Coefficients” in der letzten Spalte unter der Bezeichnung ,,Part” zu finden, siche Abbildung 10.16.

L]
& Versuchspersonencode [ID] - .& Depressionsschwere (Gesamtwert fir Becks Depressionsinventar) [bdi]
pe P p [ Pats.. |
& Negative Selbstbewertung [nsb] Block 1 of 1 o
& Abhangigkeitskognitionen [abk] ‘ Save ‘
Next
Options
Block 1 of 1
& Negative Selbstbewertung [nsb] Sty
@ | & Abhangigkeitskognitionen [abk] R Linear Regression: Statistics X
Regression Coefficie. A Model fit
Meth
Method Estimates [JR squared change

— Selection Variable [ Confid e

Y

— Case Labels D Covariance matrix [[] Collinearity diagnostics

l Residuals

Y WLS Weight [] Durbin-Watson

== [[] Casewise diagnostics

o] [ °
1 (0]

Abbildung 10.15. Anforderung der Semipartialkorrelationen (u.a.) im Rahmen der Regressionsanalyse

in SPSS.
Coefficients®
Standardized
Unstandardized Coefficients Coefficients Correlations

Model B Std. Error Beta t Sig Zero-order Partial Part
1 (Constant) -3.048 2.415 -1.262 213

Negative Selbstbewertung 817 077 816 10.638 =001 841 841 805

Abhangigkeitskognitionen 183 091 154 2.009 050 .287 281 152

a. Dependent Variable: Depressionsschwere (Gesamtwert flir Becks Depressionsinventar)

Abbildung 10.16. Schétzwerte fiir die Semipartialkorrelationen.

Fur einen entsprechenden Ergebnisbericht sind diese Werte dann noch zu quadrieren. Damit
ergibt sich fir die negative Selbstbewertung eine quadrierte Semipartialkorrelation von 64.8% und fur
die Abhéngigkeitskognitionen eine quadrierte Semipartialkorrelation wvon 2.3%. Unseren
Ergebnisbericht aus dem vorherigen Kapitel kdnnten wir dann noch um die folgenden Zeilen ergénzen:
»Wahrend die Stirke der Abhéngigkeitskognitionen eigenstéandig lediglich 2.3% der Varianz der
Depressionsschwere erklaren kann, kann die negative Selbstbewertung eigenstandig 64.8% der Varianz
erklaren. Die Erklarung von 73.1% — 2.3% — 64.8% = 6.0% der Varianz kommt daher durch die

gemeinsame Wirkung der beiden Préadiktoren zustande.*
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Stichprobenumfangsplanung

Einfache lineare Regression

Die Stichprobenumfangsplanung fiir die einfache lineare Regression wird fur das folgende Beispiel
illustriert. Der statistische Test soll ein Signifikanzniveau von a = .005 sowie eine Teststarke (power)
von 0.8 aufweisen. Als Mindesteffektstérke geben wir den Populationsdeterminationskoeffizienten von
p? = .04 vor. Dieser muss erst noch in eine alternative (hier nicht behandelte) EffektgroRe umgerechnet

werden:

2

P 0.0416 ~ 0.0416667.
1—p?

f2=

Diese Umrechnung kann allerdings auch direkt in G*Power durchgefiihrt werden, wie im
Folgenden erldutert wird. Dazu wahlen wir in G¥Power zuerst unter ,, Test family* die Option ,,F tests*
aus. Unter ,,Statistical test“ wihlen wir ,,Linear multiple regression: Fixed model, R? increase* aus.
Unter “Type of power analysis” wiahlen wir “A priori: Compute required sample size — given a, power,
and effect size“ aus. Wenn wir auf die Schaltfliche “Determine =>" links neben dem Feld , Effect size
2 klicken, 6ffnet sich ein weiteres Ment, in dem wir die Umrechnung des Determinationskoeffizienten

vornehmen kdnnen, indem wir diesen zuerst in das Feld ,,Partial R>

eintragen und dann durch Klick
auf ,,Calculate” bestitigen. Durch Klick auf ,,Calculate and transfer to main window* wird die
errechnete Effektstarke in das Hauptfenster transferiert. Im Feld ,,a err prob® tragen wir jetzt noch die
Zahl 0.005 ein, und anschlieBend im Feld ,,Power (1- err prob)“ die Zahl 0.8. In den beiden
verbleibenden Feldern ,,Number of tested predictors” und ,,Total number of predictors* tragen wir

jeweils die Zahl 1 ein. Danach bestétigen wir unsere Eingaben durch Klick auf ,,Calculate* und erhalten

das Ergebnis, dass wir fiir diese Wahl an Parametern eine Stichprobe des Umfangs n = 324 bendtigen.

Multiple lineare Regression

Stichprobenumfangsplanungen fir allgemeine Hypothesen (ber die Steigungsparameter sind leider
kompliziert (Buhner et al., 2025). Wollen wir aber lediglich einzelne Steigungsparameter auf einen
Unterschied von Null testen (d.h. Hy: 8 = 0, Hy: B # 0), dann kénnen wir eine Stichprobenplanung

durch Ruckgriff auf die entsprechende Semipartialkorrelation p; wie folgt durchfihren.
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In diesem Fall ermitteln wir die benétigte Effektstarke

und setzen diesen Wert dann in G*Power fiir £2 ein. Falls wir z.B. p]2 = 0.02 und p% = 0.1 vorgeben,
erhalten wir sz = 0.02 ~ 0.0222222. Nehmen wir zudem an, dass die Anzahl unserer Pradiktoren 2

sei und alle Gbrigen Parameter dieselben Werte wie im vorhergehenden Fall haben sollen.

In diesem Fall kénnen wir in G*Power dieselben Einstellungen wie vorhin vornehmen, nur dass
wir jetzt im Feld ,,Effect size £ direkt den Wert 0.0222222 eintragen und im Feld ,,Total number of
predictors® den Wert 2. Nach Bestitigung unserer Eingaben durch Klick auf ,,Calculate* erhalten wir

das Ergebnis, dass wir fiir diese Wahl an Parametern eine Stichprobe von n = 604 Personen benétigen.

Kollinearitat

Zu guter Letzt werden wir uns in diesem Kapitel noch mit dem Thema der Kollinearitt befassen, die
sich stark auf die Standardfehler und damit die Hypothesentests flr einzelne Steigungsparameter
auswirkt. In diesem Zusammenhang werden wir auf die Frage zurlickkommen, wie diese
Hypothesentests denn im Einzelnen interpretiert werden kdnnen. Als hilfreich wird sich dabei die Frage
danach erweisen, was durch die Hinzunahme eines bestimmten Pradiktors Uber das Kriterium
herausgefunden werden kann, wenn die Ausprégung eines anderen Prédiktors bereits bekannt ist. Dies
wird uns schlieRlich auch zur Frage fiihren, wie entschieden werden kann, ob ein zusétzlicher Pradiktor
mit in ein Regressionsmodell aufgenommen werden sollte oder nicht. Wir werden sehen, dass dafir
theoretische Uberlegungen iber kausale Zusammenhange zwischen Variablen eine wesentliche Rolle
spielen und dies grundsatzlich eine inhaltliche, konzeptuelle und keine statistische Frage ist. Bei der
Kléarung dieser konzeptuellen Fragen konnen sich allerdings gerichtete, azyklische Graphen (Engl.:

Directed Acyclic Graphs, kurz DAGS) als nutzlich erweisen, die wir daher auch kennenlernen werden.

Von Kollinearitat spricht man, wenn einer oder mehrere der Pradiktoren untereinander stark
zusammenhangen. Da Kollinearitat einen starken Einfluss auf die Standardfehler der Schétzfunktionen
der Regressionskoeffizienten und damit auf die inferenzstatistischen Ergebnisse von Hypothesentests
fur diese Parameter hat (Bihner et al., 2025) ist die Beruicksichtigung von Kollinearitat vor allem fir

297



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

die Schatzung der Regressionsparameter und deren Interpretation von Bedeutung. Punkt- und
Intervallschatzungen des Determinationskoeffizienten, der Omnibustest im Rahmen der multiplen
linearen Regression, und Vorhersagen auf Basis des gesamten Regressionsmodells sind von der

Kollinearitét nicht beeintrachtigt (Buhner et al., 2025).

Illustration des Einflusses von Kollinearitét auf die Ergebnisse einer multiplen Regressionsanalyse
Um den Einfluss der Kollinearitit auf die Ergebnisse einer multiplen linearen
Regressionsanalyse zu illustrieren, wird das folgende Beispiel verwendet, das auf McElreath (2020)
zuriickgeht. Angenommen, wir wollen die (mittlere) KoérpergrélRe mithilfe der Beinlange von Personen
vorhersagen. Da das Verhaltnis von Beinlédnge zu Koérpergrolie im Mittel in etwa 0.4-0.5 betréagt (siehe
z.B. Bammer, 1998), sollte eine solche Prognose auf Basis eines Regressionsmodells im Mittel ja recht

gut funktionieren.

Im Datensatz ,,KaplOdaten.sav®, den Sie im elektronischen Erginzungsmaterial zu diesem

Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen konnen, sind die linken und rechten

Beinléngen sowie die KdrpergréRen von 333 weiblichen fiktiven Personen gegeben. Wenn wir nun eine
einfache lineare Regressionsanalyse mit der linken Beinlange als Pradiktor und der KorpergroRe als

Kriterium durchflhren, erhalten wir das in Abbildung 10.17 gezeigte Ergebnis.

Dieses sieht auch ganz plausibel aus. Die linke Beinlange erklart 59% der KérpergroRe, es bleibt
ein Standardschatzfehler von etwa 4 cm, die Korpergrolie entspricht ziemlich genau 2 mal der linken
Beinlénge, b = 1.97, und die Beinldnge ist ein signifikanter (mit a = .005) Pradiktor der Koérpergroliie,
d.h. wir wirden uns auch in der Population einen positiven Zusammenhang zwischen der linken
Beinldnge und der Korpergroe erwarten. Wenn wir anstelle des linken Beins das rechte Bein
verwenden, bekommen wir ausgesprochen ahnliche Ergebnisse (hier nicht gezeigt). Das ergibt Sinn, da
ja beide Beinlangen sehr &hnlich (wenn auch nicht identisch sind). Ein Zusammenhang zwischen

Beinlange und KorpergroRe erscheint also auch nach unserer statistischen Analyse sehr plausibel.
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Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate

1 TEE? 587 586 4022036
a. Predictors: (Constant), Beinlange links (in cm)

ANOVA?
Sum of
Maodel Squares df Mean Square F Sig.
1 Regression 7622101 1 7622101 471176 <.001"
Residual 5354.512 N 16.177
Total 12576612 332

a. DependentVariable: Karpergrole (in cm)
b. Predictors: (Constanf), Beinl@nge links (in cm)

Coefficients®

Standardized
Unstandardized Coefficients Coefficients

Maodel B Std. Error Beta t Sig.
1 (Constant) -1.638 T.T06 =213 B3z
Beinlédnge links (in cm) 1.969 091 TEE 21.707 =.001

a. Dependent Variable: KiarpergrifRe (in cm)

Abbildung 10.17. Vorhersage der KérpergréRe durch die Lange des linken Beins. Sieht ja ganz plausibel

aus.

Aber was geschieht, wenn wir nun beide Beinldngen als Pradiktoren verwenden? Die
entsprechende Ausgabe ist in Abbildung 10.18 gezeigt. Wir sehen, es werden immer noch ca. 59% an
Varianz aufgeklart, die Schatzung der KérpergroRe auf Basis der Beinlangen ist auch immer noch ca. 4
cm genau. Das Gesamtmodell ist immer noch signifikant, d.h. der Anteil erklarter Varianz unterscheidet
sich signifikant von Null (was jetzt keine bahnbrechende Information ist, aber auch nicht nichts). Aber:
Keiner der beiden Pradiktoren ist signifikant! Und die Schétzwerte sind fiir keinen von beiden auch nur

in der Nahe von 2. Und die Standardfehler sind so groR wie die Schatzwerte selbst! Hilfe!
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Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate

1 7672 5as 586 4.023870

a. Predictors: (Constant), Beinlange links (in cm), Beinlange
rechts (in cm)

ANOVA®
Sum of
Model Squares df Mean Square F Sig.
1 Regression T633.407 2 AB16.703 235722 <001°
Residual 5343.205 330 16.192
Total 12976.612 332

a. Dependent Variahle: Kérpergrafle (in cm)
b. Predictors: (Constant), Beinldnge links (in cm), Beinldnge rechts (in cm)

Coefficients?

Standardized
Unstandardized Coefficients Coefficients

Model B Std. Errar Beta t Sig.

1 (Constant) -1.261 7.723 - 163 870
Beinlange rechts (in cm) -3.6258 4218 -1.370 -.836 404
Beinlange links (in cm) 5.4849 4214 2136 1.303 184

a. Dependent Variahle: Kérpergréle (in cm)

Abbildung 10.18. Vorhersage der KorpergrdfRe durch die L&nge beider Beine. Was zum...?!

Um sich dieses auf den ersten (und vielleicht auch zweiten, dritten oder vierten) Blick seltsam
anmutende Ergebnis zu erkldren, ist es gut, sich noch einmal in Erinnerung zu rufen, was uns die
Schdtzung und Testung einzelner Prédiktoren an Information liefern. Im Kontext dieses Beispiels geben
sie daruiber Auskunft, was uns die Lange des jeweils anderen Beins zusétzlich fir die Schatzung der
Korpergrofe bringt, wenn wir die Lange eines Beins bereits kennen. D.h., wenn wir bereits wissen, dass
das linke Bein 85 cm lang ist, was nutzt es uns dann fiir die Schatzung der KorpergroRe, wenn wir
zusétzlich erfahren, dass das rechte Bein ebenfalls (nicht exakt, aber nahezu) 85 cm lang ist? Die
Antwort ist: nicht sonderlich viel (wenn Uberhaupt irgendwas), denn die KdrpergréRe kann ja bereits
durch die linke Beinlénge sehr genau geschatzt werden, die rechte Beinlange bietet dartiber hinaus kaum
noch Zusatzinformation. Der Unterschied zwischen den Beinldngen hdngt sogar kaum (im fiktiven
Beispiel gar nicht) systematisch mit der KérpergréfRe zusammen. Das was den Zusammenhang zwischen
KorpergroRe und Beinlange ausmacht, ist gerade das, was die beiden Beinldngen miteinander

gemeinsam haben, und nicht die mehr oder weniger zuféllige Schwankung im exakten Wert.
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Das heil3t, das Ergebnis der multiplen Regressionsanalyse ist keineswegs falsch. Es sagt genau
das aus: kenne ich die Lange des linken Beins, dann kann mir die Zusatzinformation tber die Lénge des
rechten Beins nicht mehr viel zur Schéatzung der Korpergrofle beitragen. Selbst dartber, ob sie mir
Uberhaupt etwas beitragen kann — etwa ob die rechte Beinldnge die KorpergroRe positiv oder negativ
beeinflusst — bin ich mir sehr unsicher. Das ist die Aussage des p-Werts: Selbst wenn zwischen
KorpergrofRe und rechter Beinldnge unter Beriicksichtigung des linearen Zusammenhangs zwischen
Korpergrofie und linker Beinlange Uberhaupt kein Zusammenhang besteht, wiirde in 40.4% aller Falle
(bei gleicher Varianz) ein gleich extremer oder sogar noch extremerer Regressionskoeffizient
resultieren. Also in diesem Fall wirde ich mich auf das negative Vorzeichen (b,ecnes = -3.53) nicht
verlassen. Das heif3t, wir kénnen uns in diesem Fall auf die Schatzungen der einzelnen Parameter (und
noch nicht einmal darauf, ob sie tiberhaupt positiv oder negativ sind) Uberhaupt nicht verlassen. Das ist
aber nach all dem Besprochenen véllig klar, weil sie ja jeweils bedingte Assoziationen sind, d.h.

Schétzungen von Zusammenhdangen unter VVoraussetzung (der Gultigkeit) der anderen Zusammenhange.

Das erklart auch, warum beide Parameter zusammen trotz individueller Unverlasslichkeit immer
noch eine gute Schatzung der Korpergrolie erlauben. Unter der Voraussetzung, dass der Zusammenhang
zwischen linker Beinldnge und KorpergroBe durch by,s = 5.49 beschrieben wird, ist der
Zusammenhang zwischen rechter Beinlange und KorpergrofRe durch b,.qqp:s = -3.53 gegeben. Unter der
hier giiltigen Voraussetzung nahezu gleicher Beinldngen ergibt das, dass der Zusammenhang zwischen
Korpergrofe und Beinlénge gleich 5.49 — 3.53 = 1.96 ist, was in der Tat sehr genau unserem Wert aus

den einfachen linearen Regressionsmodellen entspricht.

Konzeptuell wére es auch eine sinnvolle Wahl zur Vorhersage der KorpergrofRe aufgrund der
Beinlange weder die linke noch die rechte, sondern den Mittelwert aus beiden zu verwenden. Die
zufélligen Schwankungen, die ja iberhaupt erst fur einen Unterschied zwischen den beiden sorgen,
werden dadurch einerseits zum Teil reduziert und andererseits wird exakt das in das Regressionsmodell
aufgenommen, was von Bedeutung ist, ndmlich der Anteil an Beinlange, der dem linken und rechten
Bein gemeinsam ist. Wenn wir diese einfache lineare Regressionsanalyse durchfiihren, bekommen wir

erwartungsgeman auch nahezu wieder dasselbe Ergebnis wie oben, siehe Abbildung 10.19.
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Model Summary

Adjusted R Std. Error of the
Maodel R R Square Square Estimate

1 766% 58T 586 4.024740

a. Predictors: (Constant), Mittlere Beinlange

ANOVA?
Sum of
Model Squares df Mean Square F Sig.
1 Regression 7614899 1 76148599 470.098 <001P
Residual A361.714 331 16,199
Total 12976.612 33z

a. Dependent Variable: Kérpergrifie (in cm)
h. Predictors: (Constant), Mittlere Beinlange

Coefficients?

Standardized
Unstandardized Coefficients Coefficients

Maodel B Std. Error Beta 1 Sig.
1 (Constant) -1.655 7716 -215 B30
Mittlere Brinlange 1.969 09 T66 21.682 =001

a. Dependent Variable: Kérpergrifie (in cm)

Abbildung 10.19. Vorhersage der Korpergrdfe durch die mittlere Beinlange.

Um es ganz deutlich auszusprechen: der bedeutendste Fehler, den es bei der Interpretation des
Ergebnisses der multiplen Regressionsanalyse zu vermeiden gilt, ist der vollig falsche Schluss, dass
zwischen den beiden Prédiktoren und dem Kriterium kein Zusammenhang besteht. Dieser Fehlschluss
ist aber leicht zu vermeiden, wenn erinnert wird, dass es sich bei der Schatzung und Testung von
Zusammenhangen zwischen einzelnen Pradiktoren und Kriterium jeweils um Schéatzung und Testung

von bedingten Assoziationen geht.

Kollinearitatsdiagnostik in SPSS

Im soeben erlduterten Beispiel bestand eine groRe Korrelation zwischen den beiden Pradiktoren im
multiplen Regressionsmodell. Im Allgemeinen muss aber zum Vorliegen von Kollinearitét keine grofie
Korrelation fiir ein Paar von Pradiktoren bestehen. Kollinearitat liegt auch vor, wenn eine
Linearkombination aus zwei oder mehr Pradiktoren einen anderen Pradiktor sehr gut beschreibt. Das
heilt aber nichts anderes als dass ein Pradiktor sehr gut durch die jeweils anderen (oder einige der

anderen) beschrieben bzw. vorhergesagt werden kann.
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Ob dies der Fall ist, kann also dadurch Gberprift werden, dass von den m Prédiktoren eines
multiplen Regressionsmodells jeweils ein Pradiktor entfernt wird und die Ubrigen Pradiktoren dann als
Pradiktoren in einem Regressionsmodell verwendet werden, in dem der entfernte Préadiktor als Kriterium
insgesamt m Regressionsmodelle ein sehr groRer

fungiert. Ergibt sich fur eines dieser

Determinationskoeffizient, so ist dies ein Zeichen von Kollinearitéat.

Diese Regressionsmodelle missen in SPSS allerdings nicht einzeln durchgefiihrt werden.
Stattdessen kann die Option ,,Collinearity diagnostics im Menii zur Anforderung des multiplen
Regressionsmodells unter ,,Statistics™ ausgewéhlt werden, siche Abbildung 10.20. Im Output werden
der Tabelle ,,Coefficients” dann zwei Spalten mit sog. ,,Collinearity Statistics* hinzugefiigt, siehe

Abbildung 10.21.

@

Dependent:

&) Eindeutiger Versuchspersonencode [ID]
& Beinlange links (in cm) [links]

& Beinlange rechts (in cm) [rechts]

& Mittlere Beinlange [mb]

- & Korpergrole (in cm) [groesse]
Block 1 of 1

Block 1 of 1
& Beinlange links (in cm) [links]

Statistics._..

& Beinlange rechts (in cm) [rechts] 13 Linear Regression: Statistics
Regression Coefficie...  [/] Model fit
TS [¥] Estimates [ R squared change
Selection Variable: [ Confidence intervals [ Descriptives
- [] Part and partial correlatrions
Case Labels: [ Covariance matrix  [{Collinearity dizgnostics
- Resi
esiduals
- WLS Weight: DDgrbm-Watsun
[[] Casewise diagnostics
‘ Paste || Reset | [ Cancel Help | ®
T s ©
Abbildung  10.20. Anforderung einer multiplen  Regressionsanalyse inklusive einer
Kollinearitatsdiagnostik in SPSS.
Coefficients®
Standardized
Unstandardized Coefficients Coefficients Collinearity Statistics
Madel B Std. Error Beta t Sig. Tolerance WIF
1 (Constant) -1.261 7.723 - 163 B70
Beinldnge links {in crm) 5.489 4214 2136 1.303 194 .000 2155419
Beinldnge rechts (in cm) -3.525 4218 -1.370 -.B36 404 .000 2155419
a. Dependent Variable: Kdrpergréfe (in cm)
Abbildung 10.21. Teil der Ausgabe fir ein multiples Regressionsmodell inklusive

Kollinearitatsdiagnostik (letzte beide Spalten ganz rechts).
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Bei diesen Kennwerten zur Beurteilung dartiber, ob Kollinearitat vorliegt, handelt es sich um
die sog. Toleranz und den Varianzinflationsfaktor. Bei der Toleranz handelt es sich schlichtweg um 1 —
rjz, wobei rjz der Determinationskoeffizient eines Regressionsmodells ist, in dem der j-te Pradiktor als

Kriterium und alle anderen Pradiktoren als Pradiktoren fungieren. Kann ein Pradiktor also sehr gut durch
die 0Obrigen vorhergesagt werden, ist der Determinationskoeffizient nahe 1 und die Toleranz
entsprechend nahe Null. Der Varianzinflationsfaktor (VIF) ist schlichtweg der Kehrwert der Toleranz,
d.h. VIF = 1/Toleranz. Ist die Toleranz sehr klein, ist der VIF sehr groB und umgekehrt. Ublicherweise
betrachtet man Toleranzen < 0.25 bzw. VIF > 4 als Indizien fir Kollinearitat, und Toleranzen < 0.1 bzw.

VIF > 9 als deutliche Anzeichen von Kollinearitat (Bihner & Ziegler, 2017).

Gerichtete azyklische Graphen (DAGS)

Das Beispiel im vorhergehenden Abschnitt illustriert, dass eine uniberlegte Hinzunahme von
Pradiktoren in Regressionsmodelle die Interpretation erschweren und Fehlschliisse erleichtern kann.
Allgemein gilt, dass ein Hinzunehmen oder Weglassen von Pradiktoren in erster Linie eine konzeptuelle
bzw. inhaltliche und keine statistische Frage ist. Sowohl das Hinzunehmen als auch das Weglassen von
Pradiktoren kann einerseits wirklich vorliegende Zusammenhénge verschleiern oder verzerren und
andererseits Scheinzusammenhénge Uberhaupt erst erzeugen. Man muss sich also gut Uberlegen,
weshalb und wozu man welche Pradiktoren in einem multiplen Regressionsmodell beriicksichtigen

maochte.

Ein Werkzeug, dass diese grundsatzlich alles andere als triviale Entscheidungen erleichtern
kann, sind sog. gerichtete azyklisches Graphen (Engl.: directed acyclic graphs, kurz: DAGs). DAGs
dienen der grafischen Veranschaulichung kausaler Zusammenhénge. Kausale Wirkrichtungen zwischen

Variablen werden dabei durch Pfeile dargestellt, Variablen als beschriftete ,,Boxen® oder Felder.

Aus vier grundlegenden DAGs (mit den Bezeichnungen ,,Fork®, ,Collider, ,Pipe®,
,Descendant®) lassen sich alle moglichen, komplexen kausalen Zusammenhénge zwischen beliebigen
Variablen konstruieren (McElreath, 2020). Die systematische Analyse dieser komplexen DAGs erlaubt
dann abzuleiten, welche Variablen beriicksichtigt werden miissen, um eine bestimmte Fragestellung zu

erhellen. Ob ein DAG allerdings zutreffend ist, ist wiederum eine konzeptuelle Frage; repréasentiert der
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DAG ein reales Netzwerk aus Kausalzusammenhéngen einfach nicht oder falsch, so sind auch die daraus
abgeleiteten Prédiktoren unter Umsténden fur die Erhellung der Fragestellung irrefihrend (Bihner et

al., 2025).

Im Folgenden erldutern wir die vier grundlegenden DAGs anhand konkreter Beispiele und

entsprechender Regressionsanalysen in SPSS.

Die Gabel (Fork; auch: Confounder)

Zur Ilustration einer sog. konfundierenden Variablen (Engl.: confounder) betrachten wir den in
Abbildung 10.22 dargestellten DAG fir das Beispiel bei Bihner et al. (2025). Einen dazu passenden
illustrativen Datensatz finden Sie in der Datendatei ,,fork.sav*, die Sie wiederum im elektronischen

Ergdnzungsmaterial zu diesem Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen

konnen. Fur dieses Beispiel stellen wir uns vor, ein Forscher interessiere sich fur den Zusammenhang
zwischen der Intensitdt von Symptomen eines Sonnenbrands und Eiskonsum. Dazu erhebt er beide
Variablen an 365 Tagen an einem grundsétzlichen sehr sonnigen Ort und flihrt im Anschluss eine

einfache lineare Regressionsanalyse durch.

Sonnenschein

Sonnenbrand Eiskonsum

Abbildung 10.22. DAG fir eine konfundierende Variable (Engl.: confounding variable); auch als

,,Gabel*“ (Engl.: Fork) bezeichnet.

Die Ergebnisse sind in Abbildung 10.23 dargestellt. Der Forscher stellt in der Tat einen (mit «
=.005) signifikanten Zusammenhang zwischen Sonnenbrandsymptomen und Eiskonsum fest, b = 0.32
(stand. g = 0.32), 1(363) = 6.36, p < .001. Der Forscher freut sich, publiziert sein Ergebnis in einer
namhaften Zeitschrift unter dem Titel ,,Sunburn causes ice cream consumption und wird viele Mal

zitiert.
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Regression

Variables Entered/Removed®

Variahles Variables
Model Entered Removed Method
1 Sonnenbrand® . Enter

a. DependentVariable: Eiskonsum
b, All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Maodel R R Square Square Estimate

1 3167 100 .0a8 11.746
a. Predictors: (Constant), Sonnenbrand

ANOVA?
Sum of
Model Sguares df Mean Sguare F Sig.
1 Regression 5573.743 1 5573.743 40.398 <.001"®
Residual 50082.931 363 137.970
Total 55656674 364

a. DependentYariable: Eiskonsum
h. Predictors: (Constant), Sonnenbrand

Coefficients®

Standardized
Unstandardized Coefficients Coefficients

Model B Std. Error Beta t Sig.
1 {Constant) 24 266 2015 12.044 =001
Sonnenbrand 316 050 316 6.356 =001

a. Dependent Variable: Eiskonsum

Abbildung 10.23. Ergebnis einer einfachen linearen Regression ohne Bericksichtigung einer

konfundierenden Variablen.

Leider wird er aber hauptséchlich als Gegenbeispiel fiir gute wissenschaftliche Forschung
zitiert. Denn kurz nach der Veroffentlichung seiner Studie hat eine Kollegin sich die erhobenen Daten
und durchgefiihrten statistischen Analysen (die der Forscher dankenswerter Weise auf einem Open
Science Repository zur Verfligung gestellt hat) noch einmal genauer angeschaut und festgestellt, dass
der Forscher nicht die ebenfalls erhobene Variable ,,Sonnenschein® in seiner Regressionsanalyse
berucksichtigt hat. Mithilfe dieser Variablen wurde die Intensitat des Sonnenscheins an jedem der 365
Tage erhoben. Im Gegensatz zu unserem beriihmt-beriichtigten Forscher argumentiert die Forscherin
entsprechend des DAGs in Abbildung 10.22, dass die Intensitat des Sonnenscheins sich sowohl auf die
Intensitdt von Sonnenbrénden als auch den Eiskonsum auswirkt. Zwischen den letzteren beiden

Variablen bestehe gar kein direkter Zusammenhang, ein Zusammenhang komme nur scheinbar
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zustande, wenn die konfundierende Variable ,,Sonnenschein® nicht beriicksichtigt werde. Um die
Variable zu beriicksichtigen, fuhrt die Forscherin eine multiple lineare Regressionsanalyse mit den
beiden Pradiktoren Sonnenschein und Sonnenbrand sowie dem Kriterium Eiskonsum durch. Die

entsprechenden Ergebnisse sind in Abbildung 10.24 gezeigt.

Variables Entered/Removed?®

Variables Variahbles
Model Entered Removed Method
1 Sonnenschein, . Enter
Sonnenbrand

a. Dependent Variable: Eiskonsum
h. All requested variables entered.

Model Summary

Adjusted R 5td. Error ofthe
Maodel R R Square Square Estimate

1 5278 278 274 10.538

a. Predictors: (Constant), Sonnenschein, Sonnenbrand

ANOVA®
Sum of
Maodel Squares df Mean Square F Sig.
1 Regression 15458 606 2 7729.303 £9.606 <.001°
Residual 40198.068 362 111.044
Tatal 55656.674 364

a. Dependent Variahle: Eiskonsum
k. Predictors: (Constant), Sonnenschein, Sonnenbrand

Coefficients”

Standardized
Unstandardized Coefficients Coeflicients

Model B St Error Beta t Sig.

1 (Constant) 1.871 2,883 627 A3
Sonnenbrand 006 055 006 10 912
Sonnenschein 456 048 523 9.435 <001

a. Dependent Variahle: Eiskonsum

Abbildung 10.24. Ergebnisse der multiplen linearen Regression unter Beriucksichtigung der

konfundierenden Variablen.

Wir sehen, dass nun in der Tat zwischen Sonnenbrand und Eiskonsum nur noch ein
verschwindender Zusammenhang besteht (b = 0.006), der auch nicht mehr signifikant ist (p = .912).
Zwischen Sonnenschein und Eiskonsum besteht ein deutlicher (und auch signifikanter) Zusammenhang,
b = 0.46 (stand. 8 = .52), 1(362) = 9.44, p < .001. Ein einfaches lineares Regressionsmodell zeigt
schliellich, dass auch zwischen Sonnenschein und Sonnenbrand ein deutlicher, signifikanter

Zusammenhang besteht, b = 0.52 (stand. g = .59), t(363) = 14.03, p < .001, siehe Abbildung 10.25. Die
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Forscherin argumentiert, dass es auf Basis dieser Resultate plausibler erscheint, dass der Sonnenschein
sowohl die Intensitdt von Sonnenbranden als auch den Eiskonsum erhéht, und der Zusammenhang
zwischen den letzten beiden Variablen gar kein urséchlicher ist. Der hohere Eiskonsum geht nicht auf
die Sonnenbrande zuriick, sondern blof auf die sonnigeren Tage. Leider wird der Artikel der Forscherin
nicht so haufig zitiert wie der des Forschers, da sie ihre Arbeit nur in einem spezialisierteren

Methodenjournal verdffentlichen konnte. Dies bringt uns schon zu unserem néchsten DAG.

Variables Entered/Removed®

Variables Variables
Model Entered Removed Method
1 Sonnenschein® . Enter

a. DependentVariable: Sonnenhbrand
k. All requested variables entered.

Model Summary

Adjusted R Std. Error ofthe
Model R R Sguare Square Estimate

1 5932 352 350 9889
a. Predictors: (Constant), Sonnenschein

ANOVA?
Sum of
Model Squares df Mean Sguare F Sig.
1 Regression 19642.278 1 19642.278 196.863 <.001"
Residual 36218.911 363 99.777
Total 55861.189 364

a. DependentVariable: Sonnenbrand
h. Predictors: (Constant), Sonnenschein

Coefficients®

Standardized
Unstandardized Coefficients Coefficients
Mode! B Std. Errar Beta t Sig.
1 (Constant) -.388 2.828 -138 891
Sonnenschein 518 037 583 14.031 =001

a. DependentVariable: Sonnenbrand

Abbildung 10.25. Einfache lineare Regression mit Kriterium Sonnenbrand und Pradiktor Sonnenschein.

Die Kollision (Collider)

Zur lllustration der Kollision bzw. eines sog. Colliders wird auf ein Beispiel bei McElreath (2020)
zuruickgegriffen, das der Frage nachgeht, weshalb besonders bahnbrechende oder innovative Forschung
eigentlich so haufig fragwirdig erscheint, was ihre wissenschaftliche Qualitat angeht. Und weshalb

umgekehrt die langweiligsten Themen offenbar mit den rigorosesten Methoden untersucht werden.
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Um diesen scheinbaren Widerspruch zu kléren, verwenden wir den Datensatz ,,collider.sav®,
den Sie wiederum im elektronischen Erganzungsmaterial zu diesem Dokument finden, das Sie unter

https://osf.io/9tcx3/ herunterladen kdnnen. In diesem Datensatz finden wir Beurteilungen von 1000

(fiktiven) wissenschaftlichen Arbeiten. Die Beurteiler:innen hatten dabei den Auftrag die Arbeiten nach
jeweils zwei Hauptkriterien zu beurteilen: ,,Innovation* (Variable I) und ,,Wissenschaftliche Qualitat
(Variable W). Neben diesen Hauptkriterien spielten noch eine Reihe fachspezifischer Kriterien eine
Rolle, die allerdings nur ein geringes Gewicht im Beurteilungsprozess erhalten sollten. Aus allen
Kriterien sollte anschliefend ein Gesamtindex fiir die ,,Publikationswiirdigkeit (Variable P) der
jeweiligen Arbeit gebildet werden, in den die beiden Hauptkriterien additiv mit gleichem Gewicht

eingingen.

Was die Beurteiler:innen jedoch nicht wussten, war, dass bei allen beurteilten Arbeiten
insgesamt kein systematischer Zusammenhang zwischen Innovation und wissenschaftlicher Qualitat
bestand. Das zeigt sich auch in guter Ubereinstimmung mit einem einfachen linearen Regressionsmodell
mit dem Kriterium Wissenschaftlichkeit (kurz fur wissenschaftliche Qualitat) und dem Pradiktor

Innovation, siehe Abbildung 10.26.

Betrachtet man nun aber nur wissenschaftliche Arbeiten mit derselben Publikationswiirdigkeit,
indem man letztere als weiteren Pradiktor in das Regressionsmodell hinzufiigt (da dann die bedingte
Assoziation zwischen Innovation und Wissenschaftlichkeit bei konstanter Publikationswiirdigkeit
berechnet wird), ergibt sich ein anderes Bild, sieche Abbildung 10.27. Fur wissenschaftliche Arbeiten
vergleichbarer Publikationswirdigkeit besteht in der Tat ein negativer Zusammenhang zwischen

Innovation und Wissenschaftlichkeit.
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Variables Entered/Removed®

Variahles Wariahles
Model Entered Removed Method
1 Innovation® . Enter

a. DependentVariable: Wissenschaftlichkeit
b, All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Model R R Sguare Square Estimate

1 0147 .0oo -.001 15.706
a. Predictors: (Constant), Innovation

ANOVA?
Sum of
Model Squares df Mean Square F Sig.
1 Regression 51.383 1 51.383 208 G48P
Residual 24619594 998 246689
Total 246247324 §99

a. DependentVariable: Wissenschaftlichkeit
b. Predictors: (Constant), Innovation

Coefficients”

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 50.786 1737 29.242 =001
Innovation -015 033 -014 - 456 648

a. Dependent Variable: Wissenschaftlichkeit

Abbildung 10.26. Grundsétzlich scheint kein Zusammenhang zwischen wissenschaftlicher Qualitét und

Innovation wissenschaftlicher Arbeiten zu bestehen.

Weshalb ist das so? Der Grund liegt im Beurteilungsverfahren und insbesondere der Addition
der Kriterien Innovation und Wissenschaftlichkeit. Um eine gewisse Publikationswirdigkeit zu
erreichen, kann eine Arbeit entweder dufRRerst innovativ und daflr etwas weniger wissenschaftlich sein

oder aber auch aulierst wissenschaftlich und dafuir etwas weniger innovativ.

Der Zusammenhang zwischen den beiden Variablen kommt in diesem Fall nur scheinbar
zustande, wenn ausschlie3lich Arbeiten einer gewissen Publikationswiirdigkeit beriicksichtigt werden;
also z.B. Arbeiten, die alle in wissenschaftlichen ,,Top*“-Journalen publiziert wurden oder in besonders
angesehenen Journalen in einem gewissen Fachbereich. In diese Journale schaffen es nur die besten
Artikel des entsprechenden Fachbereichs. Sind sie nicht innovativ genug, kommen sie nicht in Betracht.
Sind sie nicht wissenschaftlich genug, kommen sie nicht in Betracht. Sind sie beides Uber die Malen,

versuchen die Autor:innen sie meist in noch héherrangigen Facher-Ubergreifenden Journalen zu
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publizieren. Ubrig bleibt eine Balance zwischen Innovation und Wissenschaftlichkeit fiir einen gewissen
Grad an Publikationswirdigkeit, die von dem negativen Vorzeichen des Regressionskoeffizienten fiir

den Pradiktor Innovation reflektiert wird.

Ist man also grundsatzlich an dem Zusammenhang zwischen Innovation und
Wissenschaftlichkeit von wissenschaftlichen Artikeln interessiert, dann sollte man in diesem Beispiel
gerade nicht fiir die Publikationswiirdigkeit ,.kontrollieren. Dadurch entsteht erst der soeben diskutierte
Scheinzusammenhang. Allgemeiner sollte man fiir keine Variable ,.kontrollieren, d.h. sie im multiplen
Regressionsmodell als Pradiktor hinzunehmen, die sowohl durch einen Pradiktor als auch das Kriterium
verursacht bzw. beeinflusst wird (hier die Publikationswirdigkeit, die sich hauptsachlich aus Innovation

und Wissenschaftlichkeit ergibt). Bei dieser Variablen handelt es sich um einen sog. Collider.

Variables Entered/Removed®

Variables Variables
Model Entered Removed Method
1 Publikationswi . Enter
rdigkeit,
Innovation

a. Dependent Variable: Wissenschaftlichkeit
b. All requested variakles entered.

Model Summary

Adjusted R Std. Error of the
Maodel R R Sqguare Square Estimate

1 B4g® 718 718 8.341

a. Predictors: (Constant), Publikationswirdigkeit, Innovation

ANOVA®
sum of
Model Squares df Mean Square F Sig.
1 Regression 176ETE. 717 2 88438.358 1271.043 <.001"
Residual 69370607 997 £9.579
Tatal 246247324 9499

a. DependentVariable: Wissenschatftlichlkeit
b. Predictors: (Constant), Publikationswirdigkeit, Innovation

Coefficients®

Standardized
Unstandardized Coefficients Coefficients

Madel B Std. Error Eeta t Sig.

1 (Constant) 13.640 1.181 11.554 =001
Innavation -T18 022 -.681 -31.851 =.001
Publikationswirdighkeit 718 014 1.078 50.412 =001

a. Dependent Variable: Wissenschaftlichkeit

Abbildung 10.27. Wird fiir Publikationswiirdigkeit ,kontrolliert” stellt sich plétzlich ein negativer

Zusammenhang ein.
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Der Kausalzusammenhang, der zwischen den Variablen X und Y und dem Collider Z vorliegt,
ist durch den DAG in Abbildung 10.28 dargestellt. Beide Variablen X und Y wirken sich kausal auf die
Variable Z aus. Wird in diesem Fall die Variable Z als Préadiktor mit in ein Regressionsmodell
aufgenommen, so ergibt sich scheinbar ein Zusammenhang zwischen X und Y, selbst wenn zwischen

diesen beiden Variablen kein (direkter oder indirekter) urséchlicher Zusammenhang besteht.

Abbildung 10.28. DAG fur den Fall eines Colliders (hier die Variable Z).

Der Nachkomme (Descendant)

Der sog. Nachkomme (Eng.: Descendant) ist eine Variable, die von einer anderen Variablen beeinflusst
wird. Wird der Nachkomme als Prédiktor in ein Regressionsmodell mitaufgenommen, so hat dies
teilweise dieselben Auswirkungen wie die Aufnahme der Variablen, von welcher der Nachkomme
abhangt. Fur die Situation, die in Abbildung 10.29 dargestellt ist, hat die Aufnahme der Variablen D als
Pradiktor in etwa dieselben Auswirkungen wie die Aufnahme des Colliders Z in ein entsprechendes
Regressionsmodell. Der Grund liegt darin, dass die Variable D mit Z zusammenhangt und deshalb deren
Wirkung zum Teil (je nach Starke des Zusammenhangs) vermittelt. Fur das Beispiel mit der
Publikationswirdigkeit aus dem vorherigen Abschnitt kann man sich etwa vorstellen, dass vom
Kriterium der Publikationswirdigkeit ein weiteres Kriterium, z.B. das der Forderungswirdigkeit,

abhangt. Wiirde man nun fiir letztere ,,kontrollieren, wiirde man denselben Scheineffekt erhalten.

Abbildung 10.29. DAG fir den Fall eines Descendants (hier die Variable D) von einem Collider.
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Die genaue Wirkung von Descendants hangt allerdings von der Art der Variable ab, von der sie
abhangen. Handelt es sich dabei z.B. um einen Confounder, dann vermittelt der Descendant die Wirkung
einer konfundierenden Variablen. Descendants sind gerade in den Sozialwissenschaften und der
Psychologie sehr haufig, weil hier selten Variablen direkt gemessen werden kénnen, sondern stattdessen
Konstrukte erfasst werden, die naherungsweise mit den eigentlich interessierenden latenten Variablen

zusammenhéngen.

Die Mediation (Pipe)

Im Falle einer Mediation wird die Wirkung einer Variablen auf eine andere Variable (ber eine
Drittvariable vermittelt. Ein Beispiel ist durch den DAG in Fehler! Verweisquelle konnte nicht
gefunden werden. dargestellt. Zum Beispiel fuhrt das Interesse fiir Aufgaben oder Tatigkeiten einer
bestimmten Art zu mehr Ubung in diesen Tatigkeiten und damit zu einem hoheren Verstandnis eines
bestimmten Themengebiets (z.B. Statistik). Die Vermittlung der Wirkung von Interesse auf Verstandnis
muss aber auch nicht komplett (iber die Variable Ubung vermittelt sein, deshalb bleibt in Abbildung

10.30 auch ein direkter Pfeil von Interesse zu Verstandnis bestehen.

Ubung

Interesse Verstandnis

Abbildung 10.30. Beispiel einer Mediation.

Ein Beispieldatensatz fir einen Fall einer totalen Mediation ist in der Datendatei
»mediation.sav® gegeben, die Sie wiederum im elektronischen Ergdnzungsmaterial zu diesem

Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen konnen. Wird eine einfache lineare

Regression ohne die Mediatorvariable (Variable m) durchgefihrt, resultiert die in Abbildung 10.31
gezeigte Ausgabe. Die einzige Pradiktorvariable (Variable x) erklart einen signifikanten Anteil der

Varianz im Kriterium (Variable y).
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Variables Entered/Removed®

Wariables Variahles
Model Entered Removed Method
1 Pradiktor® . Enter

a. Dependent Variable: Kriterium
b. All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate

1 5667 320 319 21.654

a. Predictors: (Constant), Pradildor

ANOVA?
sum of
Model Squares df Mean Square F Sig.
1 Regression 220139.904 1 220139.804 469,447 =001"
Residual 467847.020 998 468 885
Total 688086.924 999

a. Dependent Variable: Kriterium
h. Predictors: (Constant), Pradildor

Coefficients”

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 101.128 2.367 42723 =001
Pradiktor 8980 046 566 21 668 =.001

a. Dependent Variable: Kriterium

Abbildung 10.31. Ausgabe fiir eine einfache lineare Regressionsanalyse ohne die Mediatorvariable als

Pradiktor im Falle einer totalen Mediation.

Die Ausgabe fir ein multiples Regressionsmodell, in dem auch die Mediatorvariable als
Pradiktor hinzugefugt wurde, ist in Abbildung 10.32 gezeigt. Der Zusammenhang mit der
Prédiktorvariable x ist (im Vergleich zu Abbildung 10.31) verschwunden, nur die Mediatorvariable ist
ein signifikanter Pradiktor des Kriteriums. Da kein direkter Einfluss der Variablen x im multiplen
Regressionsmodell auf das Kriterium verbleibt, muss der Einfluss aus dem einfachen linearen

Regressionsmodell total liber die Mediatorvariable vermittelt sein.

Im Falle der Mediation hangt es jedoch von der Fragestellung ab, ob eine Mediatorvariable als
Pradiktor mit in ein Regressionsmodell aufgenommen werden soll oder nicht. Man stelle sich
beispielsweise vor, man mdchte die Wirksamkeit einer neuen Therapiemethode fur Depression
untersuchen. Es stellt sich heraus, dass durch die neue Therapiemethode die negative Selbstbewertung

der Klienten sinkt. Nimmt man nun die negative Selbstbewertung als Pradiktor der Therapieeffektivitat
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mit in ein entsprechendes Regressionsmodell auf, verringert sich natirlich der direkte Effekt der
Therapiemethode. Dabei handelt es sich aber nicht um eine bessere Schédtzung des Effekts der
Therapiemethode, da ja die Wirkung Gber die negative Selbstbewertung gerade ein Wirkungspfad der
Therapiemethode ist. Fir die Gesamteffektivitat der Therapiemethode bleibt dieser also durchaus zu
berticksichtigen. Allerdings kann die Hinzunahme des Prédiktors negative Selbstbewertung in diesem
Fall gleichzeitig das Verstandnis fir einen moglichen Wirkprozess der Therapiemethode durchaus

erhdhen.

Variables Entered/Removed®

Variahles Wariahles
Model Entered Removed Method
1 Mediator, . Enter
Pradiktar®

a. DependentVariable: Kriterium
b, All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Model R R Sguare Square Estimate

1 BO4® 646 B45 16,626

a. Predictors: (Constant), Mediator, Préadiktor

ANOVA?
Sum of
Model Squares df Mean Square F Sig.
1 Regression 444634.011 2 222317.005 910.443 <.001"
Residual 243452913 997 244 185
Total 588086.924 §99

a. DependentVariable: Kriterium
b. Predictors: (Constant), Mediator, Pradildor

Coefficients®

Standardized
Unstandardized Coefficients Coefficients

Model B Std. Error Eeta t Sig.

1 (Constant) 51.758 2.360 219833 =001
Pradiktor ooz 048 001 049 961
Mediator 983 033 803 3031 =001

a. DependentVariable: Kriterium

Abbildung 10.32. Ausgabe fir eine multiple lineare Regressionsanalyse mit der Mediatorvariablen als

Pradiktor im Falle einer totalen Mediation.
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Ubungsaufgaben
Die im Folgenden bendtigten Datensétze finden Sie im elektronischen Erganzungsmaterial (Engl.:

electronic supplementary material) zu diesem Dokument, das Sie unter https://osf.io/9tcx3/

herunterladen kénnen.

Beispiel 10.1

Welche Aussage/n zu Voraussetzungen der linearen Regressionsanalyse trifft/treffen zu?

(2) Bei der multiplen Regression muss neben allen Voraussetzungen fir die einfache lineare
Regression auch die Spharizitat Gberpriift werden.

(b) Die Fehlervarianz muss unabhdngig von den Prédiktoren konstant sein.

(c) Die Verletzung der Homoskedastizitatsannahme ist im Vergleich zur Verletzung der Annahme
der Normalverteilung der Fehler bei der linearen Regression nicht so tragisch.

(d) Eine Verletzung der Linearitatsannahme wirkt sich ausschlielich auf die inferenzstatistischen

Verfahren im Rahmen der linearen Regressionsanalyse aus.

Beispiel 10.2

Welche Aussage/n zu Ausreilern trifft/treffen zu?

(@) Einflusswerte kénnen massive Auswirkungen auf die Parameterschatzung in der linearen
Regression haben.

(b) Unter Diskrepanzwerten versteht man Datenpunkte mit ungewdhnlich grof3en oder kleinen UV-
Werten im Vergleich zu den tbrigen Datenpunkten.

(c) Unter Hebelwerten versteht man Datenpunkte mit ungewdhnlich groRen Abweichungen von der
(ohne AusreiRer) geschétzten Regressionsgerade.

(d) Diskrepanzwerte kénnen anhand von standardisierten Residuen identifiziert werden.

Beispiel 10.3

Fihren Sie eine Regressionsdiagnostik fur beide Regressionsanalysen aus dem Beispiel 9.9 durch. Mit
dem Wissen, dass die fiktiven Daten alle unter den VVoraussetzungen fir eine lineare Regressionsanalyse
erzeugt wurden: Verwundert Sie die Anzahl der Félle (Personen) mit einer Cook’schen Distanz grofer
als 4/n, wobei n den Stichprobenumfang bezeichnet?
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Beispiel 10.4

Fihren Sie eine Regressionsdiagnostik fur das Beispiel 9.10 durch.

Beispiel 10.5

Florida ist auch als ,jorange county” bekannt. Ein ortsansidssiger Forscher hat schon lange die
Vermutung, dass der regelmaRige Verzehr von Obst die Intelligenz fordert, und dass Orangen dabei eine
besonders starke Wirkung haben. Um dieser Vermutung nachzugehen, rekrutiert er 400 Personen, um
deren 1Q sowie die wochentlich verzehrte Menge an Orangen und Apfeln (jeweils in g) zu ermitteln.

Die erhobenen Daten befinden sich in der Datei ,,KaplOUES5.sav*.

Bevor sich der Forscher an das Uberprifen seiner vermuteten Zusammenhange machen kann,
muss er eine Regressionsdiagnostik durchfiinren. Da er aktuell kaum Zeit fiir seine Forschung findet,
wendet er sich an Sie. Unterstltzen Sie den Forscher, indem Sie eine Regressionsdiagnostik inklusive
einer Ausreil3eranalyse fur eine Regressionsanalyse mit den beiden Pradiktoren Orangenverzehr und

Apfelverzehr und dem Kriterium 1Q durchfhren.

Beispiel 10.6

Eine Forschungsgruppe mdéchte den Zusammenhang zwischen der Intelligenz und dem Ergebnis beim
Aufnahmetest fur das Medizinstudium untersuchen. Dazu werden die Daten von 1000 Teilnehmer:innen
an dem Aufnahmetest untersucht. Die Daten sind in der Datei ,,KaplOUEG.sav* gegeben. Bevor eine
Regressionsanalyse durchgefihrt werden kann, muss eine Regressionsdiagnostik durchgefihrt werden,
um die Voraussetzungen fiir eine Regressionsanalyse zu prifen. Fihren Sie diese Regressionsdiagnostik
inklusive einer AusreiRReranalyse fur die gegebenen Daten durch und fassen Sie beides in einem kurzen

Bericht zusammen.
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Beispiel 10.7

Welche Aussage/n trifft/treffen zu?

(a) Beim Determinationskoeffizienten handelt es sich um eine Effektstarke fir den durchgefiihrten
Omnibustest im Rahmen einer multiplen linearen Regressionsanalyse.

(b) Bei der quadrierten Semipartialkorrelation handelt es sich um eine Effektstdrke fur den
durchgefuhrten Omnibustest im Rahmen einer multiplen linearen Regressionsanalyse.

(c) Die quadrierte Semipartialkorrelation gibt Auskunft sowohl tber Stérke als auch Richtung des
Zusammenhangs einer UV mit der AV.

(d) Der standardisierte Regressionskoeffizient gibt Auskunft (ber die Richtung des

Zusammenhangs einer UV mit der AV, aber nicht Gber die Starke des Zusammenhangs.

Beispiel 10.8

Welche Aussage/n trifft/treffen zu?

(a) Der Determinationskoeffizient gibt an, welcher Anteil der Varianz im Kriterium nur gemeinsam
durch die Pradiktoren im Regressionsmodell erklart werden kann.

(b) Die quadrierte Semipartialkorrelation fir den Préadiktor j gibt den Anteil der Varianz im
Kriterium an, der eigenstédndig durch den Prédiktor j erkléart werden kann.

(c) Fur eine multiple lineare Regression kann keine Stichprobenumfangsplanung durchgefiihrt
werden.

(d) Fur eine Stichprobenumfangsplanung fir eine einfache lineare Regression in G*Power wird die

Semipartialkorrelation bendtigt.

Beispiel 10.9

Ergénzen Sie den Ergebnisbericht zu Teil (b) des Beispiels 9.9 aus dem vorhergehenden Kapitel um
Angaben zu den Anteilen an der Varianz des Kriteriums, die eigenstandig jeweils durch die beiden
Prédiktoren erklart werden kénnen bzw. die nur durch beide Pradiktoren gemeinsam erklart werden

kann.
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Beispiel 10.10
Ergédnzen Sie den Ergebnisbericht des Beispiels 9.10 aus dem vorhergehenden Kapitel um Angaben zu
den Anteilen an der Varianz des Kriteriums, die eigenstandig jeweils durch die beiden Pradiktoren

erklart werden kénnen bzw. die nur durch beide Pradiktoren gemeinsam erklart werden kann.

Beispiel 10.11

Flhren Sie eine Stichprobenumfangsplanung flr einfache lineare Regressionsanalyse durch. Der
statistische Test soll ein Signifikanzniveau von a = .001 sowie eine Teststdarke (power) von 0.8
aufweisen. Als Mindesteffektstarke geben wir den Populationsdeterminationskoeffizienten von p? = .15

VOr.

Beispiel 10.12

Fihren Sie eine Stichprobenumfangsplanung flr multiple lineare Regressionsanalyse durch, wobei es
hier nur um den Effekt eines einzelnen Pradiktors auf das Kriterium gehen soll. Der statistische Test soll
ein Signifikanzniveau von a = .005 sowie eine Teststarke (power) von 0.9 aufweisen. Die quadrierte

Semipartialkorrelation fiir den interessierenden Pradiktor betrage mindestens p]2 = 0.03. Das gesamte

Regressionsmodell mit drei Pradiktoren soll 28% der Varianz im Kriterium erklaren.

Beispiel 10.13

Ein Freund von lhnen argumentiert, dass man der guten Online-Bewertung eines Restaurants nur trauen
durfe, wenn das Restaurant nicht einfach zu erreichen sei. Umgekehrt sei bei Restaurants in einer guten
Lage die Chance recht hoch trotz guter Online-Bewertungen nur mittelméaiiges Essen zu bekommen.
Zeichnen Sie ein DAG mit den Variablen Online-Bewertung, Speisenqualitat, und Lage. Wie missen
Sie die Wirkrichtung der Pfeile angeben, damit der DAG der Argumentation Ihres Freundes entspricht.

Welchem Typ der besprochenen vier grundlegenden Arten von DAGs entspricht dieser Fall?
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Beispiel 10.14

Uberlegen Sie sich ein Beispiel fiir eine konfundierende Variable. Zeichnen Sie den entsprechenden
DAG. Erfinden Sie anschlielend einen geeigneten Datensatz, der die Zusammenhdange zwischen den
entsprechenden Variablen abbildet. Veranschaulichen Sie sich schlieflich die Auswirkung auf die
Resultate entsprechender Regressionsanalysen, indem Sie diese auf Basis lhrer fiktiven Daten

durchfihren.

Beispiel 10.15

Wiederholen Sie Beispiel 10.14 fir den Fall einer Mediation.

Beispiel 10.16

Im Datensatz ,,collider.sav*“ ist neben der Innovation, der Publikationswiirdigkeit und der
Wissenschaftlichkeit fur 1000 (fiktive) wissenschaftliche Arbeiten auch noch die Variable
Forderungswiirdigkeit gegeben. Diese Variable hat nur drei Auspragungen: 2 = sehr férderungswirdig,
1 = unter Umsténden forderungswiirdig, 0 = nicht foérderungswirdig. Veranschaulichen Sie sich, dass
auf jeder Stufe der Férderungswirdigkeit ein negativer Zusammenhang zwischen der Innovation und
der Wissenschaftlichkeit der beurteilten wissenschaftlichen Arbeiten besteht. Wie erkléren Sie sich
diesen Befund? Zeigen Sie, dass fir die beurteilten wissenschaftlichen Arbeiten im Allgemeinen kein
solcher Zusammenhang besteht. Mit welchem DAG wirden Sie den Zusammenhang zwischen den drei

Variablen Innovation, Wissenschaftlichkeit und Forderungswiirdigkeit beschreiben?
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Kapitel 11
Regressionsmodelle mit diskreten Pradiktoren und Interaktionen

Hanna Rajh-Weber, Stefan E. Huber

Bisher haben wir uns im Rahmen der Regressionsanalyse ausschlieBlich mit stetigen Préadiktoren
befasst. Allerdings ist es mittels einer sogenannten Dummy-Kodierung keine groRe Schwierigkeit
diskrete Pradiktoren in Regressionsanalysen zu beriicksichtigen. Das soll im Folgenden illustriert
werden. Daflir werden wir uns zuerst mit einfachen Regressionsanalysen mit nur einem Préadiktor (mit
zwei oder mehr Ausprégungen) befassen. Danach werden wir uns mit multiplen Regressionsanalysen
beschéftigen, bei welchen entweder alle oder nur manche der Pradiktoren diskret sind. In diesem
Zusammenhang werden wir uns wieder mit Interaktionen befassen — d.h. der Auswirkung der
Ausprégung eines Pradiktors auf die Wirkung eines anderen Pradiktors auf das Kriterium — die uns
schon im Rahmen von Varianzanalysen untergekommen sind. Dabei werden wir zu guter Letzt sehen,

dass auch zwei kontinuierliche Pradiktoren miteinander interagieren kdnnen.

Um das Vorgehen fir all die unterschiedlichen Kombinationsmdglichkeiten von diskreten und
stetigen Pradiktoren in diesem Kapitel zu illustrieren, beziehen wir uns auf die fiktiven Datensétze
,Kaplldatenl.sav, ,Kaplldaten2.sav, ,Kaplldaten3.sav* und ,,Kaplldatend.sav*, die Sie im

elektronischen Ergdnzungsmaterial zu diesem Dokument finden, das Sie unter https://osf.io/9tcx3/

herunterladen kénnen. Auch wenn es sich dabei prinzipiell um fiktive Daten handelt, wurden die Daten
naherungsweise auf der Grundlage der Zusammenhédnge zwischen Geschlecht, Nationalitat, Alter,

Erhebungsjahr, und dem Jahreseinkommen erstellt, die Sie auf https://www.oecd.org/en/data.html

nachschlagen kénnen.

Regressionsmodelle mit einem diskreten Pradiktor
Wir betrachten zuerst den einfachsten Fall eines stetigen Kriteriums und eines diskreten Pradiktors mit
zwei kategorialen Auspragungen. Im Anschluss betrachten wir den Fall eines diskreten Pradiktors mit

mehr als zwei kategorialen Auspragungen.
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Ein diskreter Pradiktor mit zwei (kategorialen) Auspragungen

Wir betrachten die folgende Fragestellung mithilfe des fiktiven Datensatzes ,,Kap11ldatenl.sav*: Wie
wirkt sich das Geschlecht, wobei hier nur die Kategorien méannlich und weiblich berticksichtigt werden
(aufgrund der Dirftigkeit an Daten flir die Kategorie divers), auf das jahrliche Bruttoeinkommen in

Osterreich fir Angestellte mittleren Alters aus?

Aus Kapitel 5 wissen wir, dass wir diese Fragestellung auch mit einem t-Test fur unabhangige
Stichproben erhellen konnten. Eine entsprechende Berechnung in SPSS ergibt die in Abbildung 11.1
gezeigte Ausgabe. Wir sehen, dass sich die mittleren Jahreseinkommen von Ménnern und Frauen (mit
a = .005) signifikant unterscheiden, t(86.01) = 3.33, p = .001, Cohens d = 0.666. Das mittlere
Jahreseinkommen von Ménnern (M = 77806.86, SD = 17608.65, n = 50) ist im Mittel um 10012.66

USD, 95%-KI [4038.51, 15986.81] hoher als das von Frauen (M = 67794.20, SD = 11895.41, n = 50).

Group Statistics

Geschlecht (mannlich,

weiblich) N Mean Std. Deviation  Std. Error Mean
Jahrliches m 50 7780686 17608.654 2480.240
Bruttoeinkammen in USD
(nflationsbereinig w 50 6779420 11895408 1682.265

Independent Samples Test
Levene's Test for Equality of
Variances ttestfor Equality of Means
95% Confidence Intzrval of the
Significance Mean std. Error Difference
F Sig t df One-Sided p  Two-Sided p Difference Difference Lower Upper

Jahrliches Equalvariances assumed 6.102 015 3.332 98 =001 oot 10012660 3005.214 4048912 15976.408
Bruttoeinkammen in USD
(inflationsbereinigt) Equalvariances not 3.332 86.014 <.001 .00 10012.660 3005.214 4038.508 15986.812

assumed

Independent Samples Effect Sizes
95% Confidence Interval

Standardizer®  Point Estimate Lower Upper
Ja‘hrl\ches . Cohen's d 156026.068 666 .262 1.068
BruftosinkommeninUSD joqoog correction 15142.288 661 260 1.059
(inflationsbereinigt)
Glass's delta 11885.408 842 412 1.264

a. The denominator used in estimating the effect sizes.
Cohen's d uses the pooled standard deviation.
Hedges' correction uses the pooled standard deviation, plus a correction factor,
Glass's delta uses the sample standard deviation of the control group

Abbildung 11.1. Ergebnis eines t-Tests fur unabhangige Stichproben.

Wenn wir fir die beiden Kategorien der Geschlechtsvariable eine Dummy-Kodierung
durchfiihren (fir eine berechtigte und jedenfalls bedenkenswerte Kritik der Dummy-Kodierung, siehe
McElreath, 2020), dann kdnnen wir die Fragestellung auch mit einer Regressionsanalyse erhellen. Fir
einen kategorialen Pradiktor mit zwei Auspragungen sieht eine Dummy-Kodierung wie folgt aus: Eine
Referenzkategorie wird mit 0 kodiert, die andere Kategorie mit 1. Im vorliegenden Datensatz wurde die

Kategorie mannlich mit 0 kodiert, d.h. diese Kategorie fungiert hier als Referenzkategorie. Prinzipiell
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ist es egal, welche der beiden Kategorien als Referenzkategorie kodiert wird, wir mussen die Wahl nur

entsprechend bei der Interpretation der Ergebnisse berticksichtigen.

Bezeichnen wir die Dummy-Variable als D; mit D; = 0, falls Person i ménnlich ist, und D; =
1, falls Person i weiblich ist, dann kdnnen wir die regressionsanalytische Modellgleichung wie folgt

schreiben:
Y; ~N(a + BD;,0?)

mit den Modellparametern &, 8 und 2. D.h. inshesondere, der Erwartungswert des Kriteriums
hangt von der Dummy-Variablen ab. Fiir Ménner ergibt sich E(Y;|D; = 0) = a + 8+ 0 = a, wéhrend
sich fur Frauen E(Y;|D;=0)=a+f-1=a+ [ ergibtt D.h. die Interpretation des
Steigungsparameters S ist exakt dieselbe, die wir schon im Fall der einfachen linearen Regression in
Kapitel 9 kennengelernt haben: Eine Erhéhung der Dummy-Variablen um den Wert 1 geht im Mittel
mit einer Erhdhung B im Kriterium einher. Genauso kénnen wir auch die Ausgabe interpretieren, die
wir erhalten, wenn wir eine entsprechende einfache lineare Regression mit dem Prédiktor Geschlecht
und dem Kriterium Einkommen in SPSS durchfiihren (im Datensatz liegt die Variable Geschlecht

bereits mit der entsprechenden Dummy-Kodierung vor), siehe Abbildung 11.2.

Auch an dieser Ausgabe erkennen wir, dass das Einkommen von Mé&nnern und Frauen sich
signifikant unterscheidet, da der Schatzwert flir das Regressionsgewicht sich (mit a = .005) signifikant
von Null unterscheidet, t(98) = 3.33, p =.001. Der Schatzwert des Parameters ist negativ, b =-10012.66,
vom Betrag her jedoch genau gleich wie die Mittelwertdifferenz, die wir im Rahmen des t-Tests oben
erhalten haben. Das negative Vorzeichen geht blof3 darauf zuriick, dass oben die Differenz zwischen
Ménnern und Frauen gebildet wurde, und hier die Anderung des mittleren Einkommens ermittelt wurde,
wenn wir die Geschlechtskategorie von ,,mannlich“ (= Referenzkategorie = Wert 0) auf ,,weiblich“ (=

Wert 1) dndern, also genau umgekehrt als im vorhergehenden Fall.

Zum Vergleich haben wir uns nun auch fur den Fall der Regressionsanalyse ein
Konfidenzintervall fiir den Regressionsparameter ausgeben lassen. Letzteres kann im Meni

»Statistics...” bei der Anforderung der Regressionsanalyse ausgewéhlt werden. Wir sehen, dass der
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plausible Bereich fur das mittlere Bruttoeinkommen der Ménner zwischen 73589.85 und 82023.87 USD
liegt, und der plausible Bereich fiir das mittlere Bruttoeinkommen der Frauen um 4048.91 bis 15976.41

USD darunter liegt.

Ein Ergebnisbericht fur die lineare Regressionsanalyse mit einem diskreten Pradiktor mit zwei
Auspragungen flr das oben erlduterte Beispiel konnte wie folgt aussehen: ,,Eine einfache lineare
Regressionsanalyse ergab, dass ein (mit @ = .005) statistisch signifikanter Anteil der Varianz im
Einkommen der untersuchten n = 100 Personen dadurch erklért werden kann, ob die Personen ménnlich
oder weiblich sind, F(1, 98) = 11.10, p < .001, R? = .10; ein kleiner Effekt gemaR Cohen (1988). GemaR
des resultierenden Regressionsmodells verdienen Manner jahrlich im Mittel etwa 78 tausend Euro (b =
77806.86, t(98) = 36.62, p < .001). Frauen verdienen jahrlich im Mittel etwa 10 tausend Euro weniger
als Ménner. Dieser Unterschied ist (mit a = .005) signifikant (b = -10012.66, 8, = -.32, t(98) = -3.33, p

= .001).«

Am Konfidenzintervall (und prinzipiell auch schon an den Freiheitsgraden fir den
Signifikanztest des Regressionsparameters) erkennen wir auch, dass es sich um die exakt gleichen Werte
wie fiir das Konfidenzintervalls der Mittelwertdifferenz im Rahmen des Student’schen t-Tests handelt,
siehe Abbildung 11.1 oben. Das ist kein Zufall; in der Tat handelt es sich dabei um Ergebnisse einer
vollig dquivalenten statistischen Berechnung, da in beiden Fallen die gleichen Annahmen getroffen
wurden: intervallskalierte AV, unbekannte Varianz der AV in beiden Gruppen (= fur beide
Auspragungen der UV), die Messwerte in beiden Gruppen (= fur beide Auspragungen der UV) sind
unabhéngig voneinander, die AV kann in beiden Gruppen (= fiir beide Auspréagungen der UV) durch
eine Normalverteilung approximiert werden, und insbesondere ist die Varianz dieser Normalverteilung
in beiden Gruppe dieselbe (Varianzgleichheit, -homogenitdt, Homoskedastizitdt). Die
Regressionsanalyse mit Dummy-Kodierung fir einen kategorialen Pradiktor mit zwei Auspragungen ist

fur den Steigungsparameter also vollig dquivalent zu einem Student’schen t-Test.
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Variables Entered/Removed®

Variahles Wariahles
Maodel Entered Removed Method
1 Geschlecht . Enter
(mannlich,
weiblich)

a. Dependent Variable: Jahrliches
Bruttoeinkommen in USD (inflationsbereinigt)

h. All requested variahles entered.

Model Summary

Adjusted R Std. Error of the
Model R R Sguare Square Estimate

1 319® 102 093 15026.068
a. Predictors: (Constant), Geschlecht (mannlich, weiblich)

ANOVA?
Sum of
Model Squares df Mean Sguare F Sig.
1 Regression  2506334006.9 1 2506334006.9 11.101 001t
Residual 22126705188 98 225782706.00
Total 24633039195 99

a. Dependent Variable: Jahrliches Bruttosinkommen in USD (inflationsberzinigt)
h. Predictors: (Constant), Geschlecht (mannlich, weiblich)

Coefficients”
Standardized

Unstandardized Coefficients Coefficients 95 0% Confidence Interval for B

Madel B Std. Error Beta 1 Sig. Lower Bound  Upper Bound
1 (Constant) 77806.860 2125.007 36.615 =001 73589853 82023867
Geschlecht (mannlich, -10012.660 3005.214 -3149 -3.332 001 -15976.408 -4048.5912

weiblich)

a. Dependent Variable: Jahrliches Bruttoeinkommen in USD (inflationskberzinigt)

Abbildung 11.2. Ergebnis einer einfachen linearen Regression mit dem Pradiktor Geschlecht und dem

Kriterium Einkommen.

Das zeigt allerdings einen Nachteil dieses Vorgehens auf: Wahrend ungleiche Varianzen im
Falle des t-Tests in der Praxis leicht durch Riickgriff auf den ohnehin durchgefiihrten t-Test nach Welch
einfach berticksichtigt werden kdnnen (und beim Bericht der Ergebnisse oben auch bericksichtigt
wurden, da der u.a. der signifikante Levene-Test auf einen mdglichen Unterschied der
Populationsvarianzen hinweist), geht die Regressionsanalyse von Varianzhomogenitidt aus.
Grundsétzlich koénnen auch hier ungleiche Varianzen im Rahmen der durchgefihrten
inferenzstatistischen Verfahren durch Ruckgriff auf heteroskedastizitatskorrigierte Standardfehler

berticksichtigt werden (siehe z.B. Rajh-Weber et al., 2025).
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Ein diskreter Pradiktor mit mehr als zwei (kategorialen) Auspragungen

Mittels Dummy-Kodierung kann das oben illustrierte VVorgehen sehr einfach auf mehr als zwei
Kategorien verallgemeinert werden. Bei einer kategorialen Variablen mit insgesamt k Katgorien werden
dafur k — 1 Dummy-Variablen fir die j = k — 1 Gruppen definiert, die nicht als Referenzkategorie

fungieren sollen. Fir die Dummy-Variablen Dj; gilt dann jeweils D;; = 1, falls Person i zur Gruppe j
gehort, und D;; = 0, falls Person i nicht zur Gruppe j gehort. Welche Gruppe bzw. Kategorie jeweils

als Referenzkategorie gewdahlt wird, wirkt sich wiederum nur darauf aus, wie die Ergebnisse der

entsprechenden Regressionsanalyse zu interpretieren sind.

Dieses Vorgehen und die Interpretation der Ergebnisse wird im Folgenden am Beispiel
folgender Fragestellung untersucht: Wie wirkt sich die Nationalitat (Osterreich, Deutschland, USA) auf
das jahrliche Bruttoeinkommen in Osterreich fiir Angestellte mittleren Alters aus? Dazu wird der

Datensatz ,,Kap12daten2.sav* verwendet.

In diesem Datensatz ist die Nationalitat der jeweils (fiktiven) befragten Person durch die
Variable Nation mit den Kategorien 0 = AUT (fiir Osterreich), 1 = GER (fiir Deutschland) und 2 = USA
(fur die USA) kodiert. D.h., wir missen in diesem Fall die oben beschriebene Dummy-Kodierung noch
selbst durchfiihren. Dazu kénnen wir einfach in SPSS unter Transform >> Compute Variable... zwei

neue Variablen erzeugen.

Fiir die erste der beiden Variablen wihlen wir im Feld ,,Target Variable:“ z.B. die Bezeichnung
AUTVsGER (die Variable soll uns also Unterschiede zwischen Osterreich und Deutschland kodieren)
und fiigen dann im Feld ,,Numeric Expression:“ den Ausdruck ,,Nation = 1* ein. Dabei nutzen wir, dass
SPSS intern Bools’sche Variablen, d.h. Variablen, die nur ,,wahr* oder ,,falsch* sein kénnen, ohnehin
mit 1 (fiir ,,wahr) und 0 (fiir ,,falsch*) kodiert. D.h., im Fall, dass flr Person i die Variable Nation den
Wert 1 (fiir Deutschland) hat, ist der Ausdruck ,,Nation = 1° wahr und die neue Variable AUTVSGER
bekommt den Wert 1. Fiir Personen aus Osterreich oder den USA ist der Ausdruck ,.Nation = 1¢

hingegen immer falsch und die Variable bekommt den Wert 0.

Fir die zweite der beiden Variablen verfahren wir ganz analog. Wir nennen die Variable

AUTvsUSA und fiigen im Feld ,,Numeric Expression:“ nun den Ausdruck ,,Nation = 2 ein. D.h. diese

326



Kapitel 11: Regressionsmodelle mit diskreten Pradiktoren und Interaktionen

Variable bekommt den Wert 1 genau dann, wenn die jeweilige Person aus den USA kommt (d.h., wenn
die Variable Nation den Wert 2 hat), und den Wert 0 sonst (d.h., wenn die Person aus Osterreich oder

Deutschland kommt, d.h. die Variable Nation nicht den Wert 2 hat).

Haben wir beide Dummy-Variablen erzeugt (bzw. existieren in der Datendatei
»Kaplldaten.sav® auch bereits zwei entsprechend erzeugte Variablen mit den Bezeichnungen
AUTvsGERvordefiniert und AUTvsUSAvordefiniert), konnen wir sie unter Analyze >> Regression >>
Linear... als Pradiktoren in ein multiples Regressionsmodell mit dem Kriterium Einkommen einfiigen.
Im Menii ,,Statistics...* fordern wir wiederum 95%-KI flr die Regressionsparameter an. Die Ausgabe

ist in Abbildung 11.3 gezeigt.

Variables Entered/Removed?®

Yariahles “ariables
Model Entered Removed Method
1 AUTvsLISA, . Enter
AUTvSGER®

a. DependentVariable: Jéhrliches
Bruttoeinkommen in USD (inflationsbereinigt)

b. All requested variables entered.

Model Summary

Adjusted B Std. Error of the
Model R R Square Sguare Estimate

1 3277 107 101 17093.335
a. Predictors: (Constant), AUTvSUSA, AUTVSGER

ANOVA?
Sum of
Model Squares df Mean Sguare F Sig.
1 Regression 10364185200 2 51820925999 17.736 <001°
Residual BE77B087739 297  292182113.60
Total 97142272939 299

a. DependentYariable: Jahrliches Bruttoeinkommen in USD (inflationshbereinigf)
b. Predictors: (Constant), AUTvsUSA, AUTvsGER

Coefficients”
Standardized

Unstandardized Coefficients Coeflicients 95,0% Confidence Interval for B

Madel B Std. Error Eeta 1 Sig. Lower Bound  Upper Bound
1 (Constant) 72800.530 1709.334 42.590 =001 £9436.590 T6164.470
AUTysGER -5811.530 2417.363 - 155 -2.445 015 -10668.860 -1154.200
AUTysUUSA 8413190 2417.363 220 3.480 =001 3655.860 13170.520

a. DependentVariable: Jahrliches Bruttoeinkommen in USD (inflationsbereinigt)

Abbildung 11.3. Ausgabe fur eine multiple Regression mit den beiden erzeugten Dummy-Variablen

AUTVSGER und AUTvSUSA als Pradiktoren.
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Am Schétzwert fir den Achsenabschnitt a = 72800.53 USD kdnnen wir das mittlere
Einkommen fiir Angestellte in Osterreich ablesen. Der plausible Bereich, der einem 95%-KI entspricht

liegt zwischen 69436.59 und 76164.47 USD.

Am Schatzwert fiir das Regressionsgewicht der Variable AUTVSGER erkennen wir, dass das
mittlere Einkommen im Mittel um 5911.53, 95%-KI [1154.20, 10668.86], unter demjenigen flr
Osterreich liegt. Wir sehen zudem, dass der Unterschied (mit & = .005) nicht signifikant ist, t(297) = -

2.45, p = .015.

Am Schatzwert flir das Regressionsgewicht der Variable AUTvsSUSA erkennen wir schlief3lich,
dass Angestellte in den USA im Mittel um 8413.19 USD, 95%-KI1 [3655.86, 13170.52], mehr verdienen

als in Osterreich. Dieser Unterschied ist (mit a = .005) signifikant ist, t(297) = 3.48, p < .001.

Auch hier gibt es wieder eine Aquivalenz mit den varianzanalytischen Verfahren, die wir in
Kapitel 6 kennengelernt haben. Der Omnibustest fiir das multiple Regressionsmodell ist &quivalent zum
Omnibustest der einfaktoriellen Varianzanalyse. Beide Modelle gehen auch wieder von
Varianzhomogenitat aus. Scheint diese nicht gegeben, kann fiir den regressionsanalytischen Ansatz
wieder auf fur Heteroskedastizitat korrigierte Standardfehler zurtickgegriffen werden (Rajh-Weber et
al., 2025). Fir den varianzanalytischen Zugang kann der in Kapitel 6 erlauterte Welch-Test durchgefihrt

werden.

Interaktionen

Sehr hdufig ist gerade die kombinierte Wirkung mehrerer UV auf typische Werte der AV von Interesse.
Um bei unserem Beispiel fiir dieses Kapitel zu bleiben: Unterscheidet sich der Unterschied fiir das
typische Jahreseinkommen zwischen Ménnern und Frauen (das sog. Gender Wage Gap) etwa je nach

Nation? Und falls ja, wie?

Wie wir aus Kapitel 7 bereits wissen, handelt es sich hierbei um die Frage nach einer Interaktion
zwischen den beiden Variablen: Ist die Wirkung einer Variablen (hier: Geschlecht) abhangig von der
Auspragung einer anderen (hier: Nationalitit)? Fir den Fall zweier diskreter Pradiktoren kénnten wir
diese Fragestellung auch mit den uns bereits bekannten Varianzanalysen untersuchen. Diese bieten
h&ufig sogar den Vorteil der einfacheren Interpretierbarkeit im Vergleich zum regressionsanalytischen
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Zugang, den wir im ndchsten Abschnitt betrachten werden (Biihner et al., 2025). Die Interpretation des
letzteren wird u.a. deshalb erschwert, weil sich die Ergebnisse fiir die hier illustrierte Dummy-Kodierung
der Pradiktoren stets auf eine Referenzkategorie beziehen und daher eine inferenzstatistische Analyse
auf den Vergleich mit dieser Kategorie beschrankt bleibt. Falls allerdings hauptsachlich die Vorhersage
typischer AV-Werte fur gegebene UV-Werte im Vordergrund steht und die Interpretation der Parameter

nicht interessiert, ist wiederum das Regressionsmodell einfacher zu handhaben (Blhner et al., 2025).

Das Regressionsmodell bietet zudem den Vorteil groRerer Flexibilitat, indem es auch die
Berlicksichtigung von Interaktionen zwischen einer diskreten und einer stetigen oder auch zwischen
zwei stetigen Variablen erlaubt. Diese Félle lassen sich in der Tat mit den varianzanalytischen
Methoden, die wir in den Kapiteln 6-8 kennengelernt haben, nicht behandeln. In diesen Féallen spricht
man auch von Moderation oder moderierter Regression (Buhner et al., 2025): die Auspragung einer UV
wirkt sich auf den linearen Zusammenhang zwischen der anderen UV und typischen Ausprédgungen der

AV aus. Damit werden wir uns in den letzten beiden Abschnitten dieses Kapitels befassen.

Mehrere diskrete Pradiktoren

Wir bleiben beim Beispiel mit den beiden Pradiktoren Geschlecht und Nationalitat, mithilfe
derer wir das typische Jahreseinkommen von Angestellten mittleren Alters vorhersagen mdéchten. Die
Daten dafiir finden wir nach wie vor in der Datei ,,Kaplldaten2.sav, die Sie im elektronischen

Ergdnzungsmaterial zu diesem Dokument finden, das Sie unter https://osf.io/9tcx3/ herunterladen

kdnnen.

Um ein Regressionsmodell mit allen mdglichen Interaktionstermen fir die beiden Préadiktoren
zu illustrieren, werden im Folgenden zuerst alle dafiir benétigten Dummy-Variablen erzeugt, und erst
im Anschluss erlautert, inwiefern diese alle mdglichen Kombinationen aus den beiden kategorialen
Variablen bertcksichtigen. Die drei Dummy-Variablen fur die beiden Pradiktoren wurden im
vorhergehenden Abschnitt erzeugt (bzw. lagen fur das Geschlecht bereits vor) und liegen in dem
Datensatz  bereits mit den Bezeichnungen  Geschlecht, AUTvsGERvordefiniert, und
AUTvsUSAvordefiniert vor. Um die Interaktion zwischen den beiden Variablen fir alle mdglichen

Kombinationen aus ihnen zu bertcksichtigen, missen wir nun noch zwei weitere Dummy-Variablen
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erzeugen. Dazu geben wir unter Transform >> Compute Variable... erst einmal einen Variablennamen
unter ,,Target Variable:* an. Dieser kann z.B. ,,Geschlecht X AUTvsGER" sein. In der Datendatei gibt
es bereits eine entsprechende Variable mit der Bezeichnung Geschlecht_X_AUTvsGERvordefiniert, die
fiir einen Vergleich mit der eigens erzeugten Variablen verwendet werden kann. Im Feld ,,Numeric
Expression:“ geben wir Folgendes ein: ,,Geschlecht * AUTvsGERvordefiniert®; eine Erlduterung folgt
in Kiirze. Ganz analog gehen wir fir die andere, zusétzlich noch benétigte Dummy-Variable vor. Diese
konnen wir z.B. mit ,,Geschlecht X _AUTVSUSA* bezeichnen, es existiert aber auch wieder bereits eine
entsprechende Variable unter der Bezeichnung ,,Geschlecht X AUTvsUSAvordefiniert”. Im Feld

»~Numeric Expression:* geben wir fiir diese Variable ,,Geschlecht * AUTvsUSAvordefiniert* ein.

Schauen wir uns nun alle unsere Dummy-Variablen noch einmal genau an. Die Variable
Geschlecht hat genau dann den Wert 1, wenn das Geschlecht einer Person weiblich ist, sonst hat sie den
Wert 0. Die Variable AUTvsGERvordefiniert hat genau dann den Wert 1, wenn die Nationalitat einer
Person Deutschland ist, sonst hat sie den Wert 0. Die Variable AUTvsUSAvordefiniert hat genau dann
den Wert 1, wenn die Nationalitat einer Person USA ist, sonst hat sie den Wert 0. Die Variable
Geschlecht X _AUTvsGERvordefiniert hat genau dann den Wert 1, wenn das Geschlecht einer Person
weiblich ist und gleichzeitig die Nationalitat der Person Deutschland ist, sonst hat sie den Wert 0. Die
Variable Geschlecht_ X AUTvsUSAvordefiniert hat genau dann den Wert 1, wenn das Geschlecht einer

Person weiblich ist und gleichzeitig die Nationalitat der Person USA ist, sonst hat sie den Wert 0.

Inwiefern bildet das alle Kombinationsmdglichkeiten aus den beiden Variablen ab? Dazu
betrachten wir das gesamte Regressionsmodell mit allen fiinf Dummy-Variablen, die fiir die Reihenfolge

des vorhergehenden Absatzes kurz mit D;; mit j = 1, ... 5 bezeichnet werden:
Y; ~ N(a + B1Dy; + B2Dyi + B3D3; + BaDai + BsDsi, 02).

Betrachten wir nun eine mannliche Person mit Nationalitit Osterreich. In diesem Fall sind alle

Dummy-Variablen gleich Null und es bleibt

Y; ~ N(a,0?),
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d.h. der Erwartungswert des Jahreseinkommens fir ménnliche Personen mit Nationalitét

Osterreich ist durch den Achsenabschnitt & gegeben.

Fur weibliche Personen mit Nationalitit Osterreich gilt, dass die Dummy-Variable Geschlecht
gleich Eins ist, d.h. D;; =1, wahrend alle anderen Dummy-Variablen gleich Null sind. Der
Erwartungswert des Jahreseinkommens fiir weibliche Personen mit Nationalitat Osterreich ist demnach

durch a + 3; gegeben.

Fur ménnliche Personen mit Nationalitidt Deutschland sind die Dummy-Variablen Geschlecht
sowie AUTvsGERvordefiniert gleich Eins, d.h. D;; = D,; = 1, wéhrend alle ibrigen Dummy-Variablen
nach wie vor gleich Null sind. Daraus ergibt sich der Erwartungswert des Jahreseinkommens fir

mannliche Personen mit Nationalitat Deutschland zu a + ; + £,.

Fur weibliche Personen mit Nationalitdt Deutschland sind die Dummy-Variablen Geschlecht,
AUTvsGERvordefiniert, sowie Geschlecht_X_AUTvsGERvordefiniert gleich Eins, d.h. D;; = D,; =
D,; = 1, wéhrend die Ubrigen beiden Dummy-Variablen nach wie vor gleich Null sind. Daraus ergibt

sich der Erwartungswert des Jahreseinkommens fiir mannliche Personen mit Nationalitit Deutschland

Zua+ﬂ1+ﬂ2+ﬁ4.

Fur ménnliche Personen mit Nationalitdt USA sind die Dummy-Variablen Geschlecht sowie
AUTvsUSAvordefiniert gleich Eins, d.h. D;; = D5; = 1, wéhrend alle Gibrigen Dummy-Variablen gleich
Null sind. Daraus ergibt sich der Erwartungswert des Jahreseinkommens fur mannliche Personen mit

Nationalitat USA zu a + B, + 3.

Fur weibliche Personen mit Nationalitdit USA sind schlieBlich die Dummy-Variablen
Geschlecht, AUTvsUSAvordefiniert, sowie Geschlecht X AUTvsUSAvordefiniert gleich Eins, d.h.
D;; = D3; = Ds; = 1, wéhrend die ubrigen beiden Dummy-Variablen gleich Null sind. Daraus ergibt

sich der Erwartungswert des Jahreseinkommens fir ménnliche Personen mit Nationalitdt USA zu a +

B1+ B3 + PBs.

Wir sehen: Durch die funf Dummy-Variablen sind in der Tat alle Kombinationen der beiden

Préadiktoren abgedeckt. Indem wir nun alle Dummy-Variablen als Pradiktoren in ein entsprechendes
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Regressionsmodell in SPSS hinzufugen, kénnen wir eine Schétzung dieser Parameter vornehmen. Der
entsprechende Teil der Ausgabe ist in Abbildung 11.4 gezeigt. Zum Vergleich sind in Abbildung 11.5
auch die Tabelle mit deskriptiven Statistiken sowie den Resultaten einer zweifaktoriellen
Varianzanalyse mit denselben beiden Pradiktoren (bzw. Faktoren) und derselben AV angegeben. Wir
sehen, dass es sich bei dem Schatzwert fur den Achsenabschnitt a = 77806.86 in der Tat um das mittlere
Jahreseinkommen von mannlichen Personen mit Nationalitat Osterreich handelt. Fir weibliche
Personen mit Nationalitat Osterreich erhalten wir b; = 77806.86 — 10012.66 = 67794.20, was wiederum
mit dem entsprechenden Wert der Tabelle fur die deskriptiven Statistiken in Abbildung 11.5
ibereinstimmt. Genauso kénnen wir uns durch Vergleich mit der Ubereinstimmung aller anderen

Schatzwerte mit den Mittelwerten entsprechend der obigen Erlauterungen tiberzeugen.

Zusétzlich sehen wir auch die anfangs angesprochene schwierigere Interpretierbarkeit des
regressionsanalytischen Zugangs durch Bezug auf eine einzelne Referenzkategorie (hier: mannliche
Personen mit Nationalitat Osterreich). Wie in Abbildung 11.4 ersichtlich, unterscheiden sich die
Regressionskoeffizienten fur die beiden Variablen Geschlecht X _AUTvsGERvordefiniert und
Geschlecht X _AUTvsUSAvordefiniert nicht signifikant von Null. D.h. insbesondere, dass die
Jahreseinkommen von weiblichen Personen mit Nationalitdt Deutschland im Mittel nicht signifikant
groRer (positives Vorzeichen des Schatzwerts b, = 5346.74) sind als diejenigen von mannlichen
Personen mit Nationalitat Osterreich, sowie die Jahreseinkommen von weiblichen Personen mit
Nationalitat USA nicht signifikant kleiner (negatives VVorzeichen des Schétzwerts b = -4463.98) sind
als die Jahreseinkommen derselben Referenzkategorie. Allerdings wissen wir nicht, ob sich die beiden
Jahreseinkommen signifikant von denen weiblicher Personen mit Nationalitat Osterreich oder
irgendeiner anderen Kategorie unterscheiden. Aufgrund dieser einzelnen paarweisen Vergleiche lasst
sich also nicht schlieRen, ob tber alle Kategorien hinweg signifikante Haupteffekte oder Interaktionen
vorliegen. Diese Information lasst sich wiederum leicht an der Ausgabe flir eine entsprechende

zweifaktorielle Varianzanalyse ablesen, siehe Abbildung 11.5.
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Coefficients?
Standardized

Unstandardized Coefficients Coefficients 95,0% Confidence Interval for B

Model B Std. Error Beta t Sig. Lower Bound | Upper Bound
1 (Constant) 77806860 2310.699 33672 =001 73258252 82354 468

Geschlecht (mannlich, -10012.660 3267.822 -.278 -3.064 .002 -16443.948 -3581.372

weiblich)

Dummy-Variable fiir den -B58B4.900 3267.822 -225 -2.627 R[] -15016.188 -2153.612

Vergleich Osterreich-

Deutschland

Dummy-Variable fir den 10645180 3267.822 2749 3.258 001 4213.892 17076.468

Vergleich Osterreich-LISA

Dummy-Variable fiir A346.740 4621.398 A1 1187 248 -3748.475 14441 955

Interaktion zwischen
Geschlecht und AUTvsGER

Dummy-Variable fir -4463.980 4621.398 -.082 -.966 335 -13559.195 4§31.235
Interaktion zwischen
Geschlecht und AUTvsUSA

a. Dependent Variable: Jahrliches Bruttoginkommen in USD (inflationsbereinigt)

Abbildung 11.4. Schatzungen der Regressionsgewichte flr ein Regressionsmodell mit Interaktion

zweier diskreter Pradiktoren.

Descriptive Statistics
DependentVariable: Jahrliches Bruttoeinkommen in USD (inflationshereiniaf)

Geschlecht (mannlich, Mation (Osterreich,

weiblich) Deutschland, USA) Mean Std. Deviation M

m AUT T7806.86 17608.654 a0
GER 69221 896 15086.375 a0
USA 88452.04 20354.412 a0
Total T78493.62 19373.853 150

w AUT 67794.20 11895.408 50
GER G4556.04 16209.353 50
UsA T3975.40 15671.303 50
Total 68775.21 15135.215 150

Total AUT 7280053 15773.084 100
GER 66289.00 15754.115 100
USA 81213.72 19481.674 100
Total 73634.42 18024.720 300

Tests of Between-Subjects Effects

DependentVariable: Jahrliches Bruttoeinkommen in USD (inflationshereinigf)
Type Il Sum of

Source Squares df Mean Square F Sig.
Corrected Model 186541170857 5 3730823M7.0 13.975 <001
Intercept 1.627E+12 1 1.627E+12 6092.930 <.001
Geschlecht 70B3557110.4 1 70B3557110.4 26.534 =001
IMation 10364185200 2 51820925999 19.411 =001
Geschlecht* Mation 12083747749 2  B03187387.44 2.259 108
Error 78488155854 294  266066516.51

Total 1.724E+12 300

Carrected Total 97142272939 299

a. R Squared =192 (Adjusted R Squared = 178)

Abbildung 11.5. Teil der Ausgabe fir eine zweifaktorielle Varianzanalyse mit den Faktoren Geschlecht

(2 Stufen) und Nationalitét (3 Stufen) und der AV Einkommen.
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Ein diskreter Pradiktor und ein stetiger Pradiktor

Wir betrachten nun ein Regressionsmodell mit einem stetigen und einem diskreten Pradiktor. Dazu
betrachten wir den Datensatz ,,Kaplldaten3.sav®, der nun neben den Jahreseinkommen fiir das Jahr
2020 fir die bisher betrachteten Populationen auch die entsprechenden Jahreseinkommen fir die Jahre
2015, 2010 und 2005 enthalt. Die Jahreseinkommen sind jeweils fir die unterschiedliche Kaufkraft (fiir
USD) in diesen Jahren bereinigt. D.h. die unterschiedlichen Jahreseinkommen sind nicht auf

Verénderungen des Geldwerts selbst zurtickzufihren.

Zu lllustrationszwecken mochten wir nun wissen, wie die mittleren Jahreseinkommen sich tiber
die Zeit verandern und ob diese Verénderung unterschiedlich fir die beiden betrachteten Geschlechter
verlduft (der:die interessierte Leser:in kann sich gerne selbst zusétzlich noch ansehen, ob diese
Veranderung unterschiedlich flr die beiden Geschlechter und die drei untersuchten Nationen verlauft).
Zwar konnten wir direkt mit dem Erhebungsjahr als Prédiktor arbeiten, allerdings wiirden wir in diesem
Fall inhaltlich wenig sinnvolle Schatzwerte flr den Achsenabschnitt erhalten, da dieser Wert dann dem
mittleren Einkommen (von Ménnern und Frauen) im Jahre O entsprechen wirde. Stattdessen méchten
wir, dass unsere Achsenabschnitte dem mittleren Einkommen zu Beginn des Untersuchungszeitraums
entsprechen sollen. Dafiir kdnnen wir eine neue Variable erzeugen, indem wir vom Erhebungsjahr den
Wert 2005 abziehen (= das am langsten zuriickliegende Jahr im Datensatz). Eine solche Variable liegt

im Datensatz bereits unter der Bezeichnung ,,Erhebungsjahr_seit_2005* vor.

Neben diesem stetigen Pradiktor bendtigen wir noch eine weitere Dummy-Variable, die zuldsst,
dass der Steigungsparameter des linearen Zusammenhangs zwischen Erhebungsjahr und mittlerem
Einkommen sich zwischen den beiden untersuchten Geschlechtern unterscheidet. Daflir verwenden wir
wieder dieselbe VVorgangsweise wie im vorhergehenden Abschnitt. Wir konstruieren zuerst die Dummy-
Variable und machen uns im Anschluss klar, weshalb die so erzeugte Variable genau diese Funktion

erfullt.

Zur Erzeugung der Dummy-Variablen multiplizieren wir wieder unsere beiden Prédiktoren.
D.h. wir multiplizieren die Variable Geschlecht (die bereits eine Dummy-Variable fiir die beiden

betrachteten Geschlechtskategorien ist) mit der Variable Erhebungsjahr_seit_2005. Eine entsprechend

334



Kapitel 11: Regressionsmodelle mit diskreten Pradiktoren und Interaktionen

erzeugte Variable liegt im Datensatz bereits mit der nahezu unleserlich sperrigen Bezeichnung
»Geschlecht X Frhebungsjahr seit 2005% vor. An der Bezeichnung ldsst sich schon erkennen, dass es
sich dabei um die Interaktion zwischen dem diskreten Pradiktor Geschlecht und dem stetigen Préadiktor
Erhebungsjahr_seit_2005 handelt. Die Bedeutung des Begriffs Interaktion bleibt dabei dieselbe wie
schon bei Interaktionen zwischen diskreten Prédiktoren: die Wirkung der einen Variablen hangt von der
Auspragung der anderen Variablen ab. Interaktionen sind symmetrisch. D.h. fiir das vorliegende
Beispiel kann diese Bedeutung auf zwei vollig gleichwertige Arten gelesen werden. Einerseits kann
damit gefragt sein, wie sich das Erhebungsjahr auf die Abhédngigkeit des Jahreseinkommens vom
Geschlecht auswirkt. Andererseits kann damit aber auch gefragt sein, wie sich das Geschlecht auf die

Abhangigkeit des Jahreseinkommens vom Erhebungsjahr auswirkt.
Diese Symmetrie ist auch am gesamten Regressionsmodell ersichtlich:
Y; ~ N(a + B1D; + B X; + B12(D; - X;), 0%).

Aufgrund der Kommutativitit der Multiplikation spielt es dabei keine Rolle, ob im Ausdruck
hinter dem Regressionsgewicht 3;, flr die Interaktion D; - X; oder X; - D; steht. Ferner kann man sich
leicht davon (berzeugen, dass auch beide sprachlichen Interpretationen von oben in diesem
Regressionsmodell ihren Ausdruck finden. Einerseits kann der Ausdruck fiir den Mittelwert im

Regressionsmodell wie folgt geschrieben werden:
pi = E|D; = dy, X = x) = a + (B + Praxi)d; + Boxi,

d.h., die Anderung des Erwartungswert fiir die AV mit der Dummy-Variablen D; = d; hangt
von der Auspragung der stetigen Variablen X; = x; ab. Dies entspricht der Frage von oben: Wie wirkt

sich das Erhebungsjahr auf die Abhangigkeit des Jahreseinkommens vom Geschlecht aus?

Andererseits kann der Ausdruck fiir den Mittelwert im Regressionsmodell genauso wie folgt

geschrieben werden:

w = EY|D; =di, X; = x;) = a + frid; + (B2 + Br2d)x;,
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d.h., die Anderung des Erwartungswert fiir die AV mit der stetigen Variablen X; = x; hangt von
der Auspragung der Dummy-Variablen D; = d; ab. Dies entspricht der Frage von oben: Wie wirkt sich

das Geschlecht auf die Abh&ngigkeit des Jahreseinkommens vom Erhebungsjahr aus?

Wie sehen die Antworten auf diese Fragen auf Grundlage unseres Datensatzes aus? Dazu fiigen
wir die Variablen Geschlecht, Erhebungsjahr_seit 2005, und Geschlecht_X_Erhebungsjahr_seit_2005
allesamt als Prédiktoren in ein Regressionsmodell in SPSS unter Analyze >> Regression >> Linear-...

ein. Der fir uns hier wesentliche Teil der Ausgabe ist in Abbildung 11.6 gezeigt.

Wir sehen, dass das mittlere Einkommen im ersten Erhebungsjahr 2005 fiir m&nnliche Personen
bei 68779.68 USD lag. Das mittlere Einkommen fir weibliche Personen lag um 11301.66 USD (mit «
= .005) signifikant darunter, t(1196) = -6.68, p < .001. Mit jedem Jahr seit 2005 nahm das mittlere
Einkommen von mannlichen Personen um 709.12 USD zu. Dieser Zuwachs unterscheidet sich (mit a =
.005) signifikant von Null, t(1196) = 5.54, p <.001. Fir weibliche Personen war der Zuwachs im Mittel
um 32.96 USD geringer; dieser Unterschied ist nicht signifikant, t(1196) = -0.18, p = .856. Kurz und
knapp bedeutet das in etwa: 2005 haben Frauen im Mittel pro Jahr in etwa 11000 USD weniger verdient
als Manner und daran hat sich bis 2020 nicht viel veréndert, auch wenn beide Geschlechter 2020 deutlich
mehr pro Jahr verdienen (in etwa 15-700 = 10500 USD mehr als 2005). Relativ (zum
Jahreseinkommen der Manner) ist die Differenz demnach kleiner geworden, wéhrend die Differenz in

absoluter Kaufkraft sich kaum verandert hat.

Coefficients?

Standardized

Unstandardized Coefficients Coefficients 95,0% Confidence Interval for B

Model B Std. Error Beta t Sig. Lower Bound | Upper Bound

1 (Constant) GBTTHETR 1186.970 A7.461 =001 B6431.283 71128.073

Geschlecht (mannlich, -11301.656 1682.771 -.300 -6.6T6 =001 -14622.788 -7880.524
weihlich)

Vergangene Jahre seit T09.116 127.961 21 5.542 =.001 458.062 960170

Beginn derim Datensatz
enthaltenen Erhebungen

Interaktion zwischen -32.961 180.965 -010 -182 856 -388.004 322.083
Geschlecht und
Erhebungsjahr (seit 2005)

a. Dependent Variahle: Jahrliches Bruttoeinkommen in USD (inflationsbereinigt)

Abbildung 11.6. Ausgabe fiir ein Regressionsmodell mit einem diskreten und einem stetigen Préadiktor

und deren Interaktion.
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Ein Ergebnisbericht fur die lineare Regressionsanalyse mit einem diskreten Pradiktor mit zwei
Auspragungen, einem stetigen Pradiktor und deren Interaktion fur das oben erlauterte Beispiel konnte
wie folgt aussehen: ,,Eine multiple lineare Regressionsanalyse ergab, dass ein (mit « = .005) statistisch
signifikanter Anteil der Varianz im Einkommen der untersuchten n = 1200 Personen durch die
Pradiktoren Geschlecht, Erhebungsjahr seit 2005 und deren Interaktion aufgeklart werden kann, F(3,
1196) =62.99, p <.001, R =.14; ein mittlerer Effekt gemaR Cohen (1988). Betrachtet man die einzelnen
Regressionsparameter, verdienten Manner im Jahr 2005 im Mittel etwa 69 tausend Euro jéhrlich (b =
68779.68, t(1196) = 57.46, p <.001). Im selben Jahr verdienten Frauen im Durchschnitt 11 tausend Euro
weniger (b =-11301.66, 8, =-.30, 1(1196) =-6.68, p <.001). Diese Differenz ist (mit & = .005) statistisch

signifikant.

Bei Mannern erwartet man bei einem Anstieg um 1 Jahr einen Anstieg im mittleren
Jahreseinkommen um etwa 700 Euro (b =709.12, 8, = .21, t(1196) = 5.54, p <.001). Dieser Anstieg ist
(mit a =.005) ebenfalls statistisch signifikant. Bei Frauen erwartet man Anstieg um 1 Jahr einen Anstieg
im mittleren Jahreseinkommen um etwa 670 Euro. Der Unterschied im Zusammenhang des
Erhebungsjahres und des Einkommens ist zwischen Mannern und Frauen (mit a = .005) statistisch nicht

signifikant (b = -32.96, B, = -.01, t(1196) = -0.18, p = .856).%

Zwei stetige Pradiktoren

Als letzten Fall wird die Interaktion zwischen zwei stetigen Pradiktoren betrachtet. Dazu betrachten wir
den Datensatz ,,Kaplldatend4.sav, der sich vom Datensatz im vorhergehenden Abschnitt lediglich
dadurch unterscheidet, dass nun auch jahrliche Einkommen fiir Manner und Frauen unterschiedlichen
Alters zum Erhebungszeitpunkt vorliegen. Insgesamt werden drei Altersgruppen betrachtet, die hier zu
Illustrationszwecken als kontinuierliche Variable aufgefasst werden, die nur mit einer sehr groben Skala

(20 Jahre, 40 Jahre, 60 Jahre) gemessen wird.

Die Fragestellung, die wir in diesem Abschnitt erhellen wollen, lautet: Wie verandert sich das
mittlere Einkommen ber die Zeit hinweg und héngt diese Verdnderung vom Alter der untersuchten
Angestellten ab? Wir fragen also nach der Interaktion zwischen dem Erhebungsjahr und dem Alter der

befragten Personen.
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Auch dafiir empfiehlt es sich, zuerst wieder das Erhebungsjahr so zu transformieren, dass der
Achsenabschnitt das mittlere Einkommen um ersten Erhebungsjahr (d.h. 2005) angibt. Fir das Alter
bietet es sich an, dieses um das mittlere Alter von 40 Jahren zu zentrieren. Die Interaktion zwischen den
beiden stetigen Variablen kann anschlieBend wieder durch eine neue Variable modelliert werden, die
dem Produkt aus dem transformierten Erhebungsjahr und dem zentrierten Alter der befragten Personen
entspricht. Alle drei Variablen sind bereits im Datensatz unter den Bezeichnungen

,Erhebungsjahr_seit 2005, ,,Alter zentriert* und ,,Alter_X_Erhebungsjahr* enthalten.

Verwendung der drei Variablen Alter_zentriert, Erhebungsjahr_seit 2005, und
Alter_X_Erhebungsjahr als Prédiktoren in einer Regressionsanalyse resultiert in der in Abbildung 11.7
gezeigten Ausgabe. Wir sehen, dass Angestellte mittleren Alters (40 Jahre) im ersten Jahr der
Erhebungen (d.h. 2005) im Mittel ein Bruttoeinkommen von 56966.07 USD hatten. Fir Angestellte
dieses Alters bei den jeweiligen Erhebungen erhdhte sich das Einkommen mit jedem Jahr seit 2005 um
713.84 USD, was einer (mit a = .005) signifikanten Erhéhung entspricht, t(3596) = 13.09, p <.001. Fir
das Erhebungsjahr 2005 erhohte sich zudem das Einkommen mit jedem zusatzlichem Jahr des
Lebensalters der Angestellten um 632.24 USD, was ebenfalls einer (mit « = .005) signifikanten
Erhdhung entspricht, t(3596) = 20.24, p < .001. Die Moderation der Verénderung des Einkommens mit
dem Erhebungsjahr durch das Alter der befragten Personen zum jeweiligen Erhebungszeitpunkt ist

ebenfalls signifikant, t(3596) = 4.18, p < .001.

Coefficients®

Standardized
Unstandardized Coefficients Coefficients 95 0% Confidence Interval for B
Maodel B Std. Error Beta t Sig. Lower Bound Upper Bound
1 (Constant) 56966.068 510.215 111.651 =001 55965.728 57966.409
Vergangene Jahre seit 713.839 54544 74 13.087 =001 606.898 820.780
Beginn der im Datensatz
enthaltenen Erhebungen
Um 40 Jahre zentriertes 632.239 31.244 463 20.235 =001 570.980 693.497
Alter
Interaktion zwischen 13.974 3.340 096 4184 =001 7.425 20,523

(zentriertern) Alter und
Erhebungsjahr (seit 2005)

a. Dependent Wariahle: J&hrliches Bruttorinkommen in USD (inflationsbereinigt)

Abbildung 11.7. Ausgabe fur eine Regressionsanalyse mit zwei stetigen Pradiktoren und deren

Interaktion.
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Die Auswirkung des Lebensalters zum Zeitpunkt der Befragung auf die Verénderung des
Einkommens mit dem Erhebungsjahr kann eventuell am einfachsten dadurch illustriert werden, dass
einige bestimmte Auspragungen der Moderatorvariable (hier wegen der Fragestellung das Lebensalter
der befragten Personen) herausgegriffen werden und der lineare Zusammenhang zwischen dem
(anderen) Pradiktor und typischen Auspragungen der AV jeweils fur diese bestimmten Werte angegeben
wird. Im vorliegenden Beispiel wird dafir der lineare Zusammenhang zwischen Erhebungsjahr und

mittlerem Einkommen fir 20-, 40- und 60-Jahrige angegeben.

Fur 20-jahrige erhdhte sich das mittlere Einkommen mit jedem Jahr seit 2005 im Mittel lediglich
um 713.84 — 20-13.97 = 434.44 USD. Fir 40-J4hrige erhohte sich das mittlere Einkommen mit
jedem Jahr seit 2005 im Mittel hingegen um 713.84 USD, wie oben bereits angegeben. Fir 60-Jahrige
erhohte sich das mittlere Einkommen mit jedem Jahr seit 2005 im Mittel um 713.84 + 20-13.97 =
993,24 USD. D.h. mit jedem zusétzlichen Lebensjahr stieg die Erhdhung des mittleren Einkommens

mit jedem Jahr seit 2005 um zusétzliche 13.97 USD an.
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Ubungsaufgaben
Die im Folgenden eventuell benétigten Datensatze finden Sie im elektronischen Erganzungsmaterial zu

diesem Dokument, das Sie unter https://osf.io/9tcx3/ herunterladen kénnen.

Beispiel 11.1
Welche Aussage/n zu diskreten Prédiktoren in der linearen Regressionsanalyse trifft/treffen zu?
(@) Bei der Dummy-Kodierung fungiert die Kategorie, die mit 0 kodiert wurde, als
Referenzkategorie.
(b) Fur eine kategoriale Variablen mit insgesamt k Kategorien, missen k Dummy-Variablen
definiert werden.
(c) Der Steigungsparameter einer Dummy-Variablen bildet den Mittelwert der Kategorie ab, die
mit 1 kodiert wurde.
(d) Die Teststatistik eines Student’schen t-Tests entspricht der Teststatistik des
Steigungsparameters in einer linearen Regressionsanalyse mit Dummy-Kodierung fir (exakt)

einen dichotomen Préadiktor.

Beispiel 11.2
Welche Aussage/n zu Interaktionseffekten in der linearen Regressionsanalyse trifft/treffen zu?

(@) Mit einem Interaktionseffekt kann beschrieben werden wie sich der Zusammenhang zwischen
einem Pradiktor und dem Kriterium je nach Ausprégung eines anderen Pradiktors andert.

(b) In der linearen Regressionsanalyse kann ein Interaktionseffekt hinzugefugt werden, indem man
das Produkt der interessierenden unabhangigen Variablen als weiteren Pradiktor in das Modell
aufnimmt.

(c) In einem linearen Regressionsmodell mit einem dichotomen dummy-kodierten Pradiktor Xu,
einem stetigen Pradiktor X, und deren Interaktion, beschreibt der Steigungsparameter des
Interaktionseffekts wie sich der Zusammenhang zwischen X; und dem Kiriterium Y &ndert,
wenn X; von 0 auf 1 steigt.

(d) In einem linearen Regressionsmodell mit zwei dichotomen dummy-kodierten Pradiktoren Xi,
X2 und deren Interaktion, beschreibt der Achsenabschnitt die mittlere Auspragung in'Y, wenn

X1 den Wert 0 und X, den Wert 1 hat.
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Beispiel 11.3

Eine Freundin, die bei der Suchtpréventionsstelle arbeitet, bittet Sie, ihr zu zeigen, wie man mittels
linearer Regressionsanalyse (berprifen kann, ob sich zwei Gruppen im Mittel unterscheiden. In ihrer
Studie mdchte sie vergleichen, ob Personen mit und ohne Spielsucht sich hinsichtlich des mittleren
Restgeldbetrags unterscheiden, den sie nach einem Besuch ins Casino ubrighaben. Ist der
Restgeldbetrag positiv, haben die Personen beim Casinobesuch Geld dazugewonnen (relativ zu dem,

was sie ausgeben wollten), ist der Restgeldbetrag negativ, haben die Personen Geld verloren.

Berechnen Sie eine lineare Regressionsanalyse mit dem diskreten Pradiktor addiction (0 = keine
Spielsucht, 1 = Spielsucht) und dem Kriterium balance_pre und schreiben Sie einen Ergebnisbericht.
Verwenden Sie dafiir den Datensatz ,,Kap12UE3.sav* und ein Signifikanzniveau von 0.5%. Hinweis:
Fir dieses (fiktive) Beispiel kénnen Sie davon ausgehen, dass die flr die lineare Regression

notwendigen Annahmen allesamt erfillt sind.

Beispiel 11.4
Offnen Sie die Datei ,Kapl2UE4.sav. In diesem (fiktiven) Datensatz, wurde Personen ein
Frustrationstoleranzfragebogen und ein ADHS-Fragebogen vorgegeben. Zusatzlich wurde ermittelt, ob
die Personen eine offizielle ADHS Diagnose vorliegen haben und wenn ja, welches ADHS Medikament
(Ritalin oder Adderall) sie nehmen. Ihr Kollege mdchte diese Daten verwenden, um einige Analysen in
SPSS zu rechnen. Weil er sich mit SPSS allerdings nicht gut auskennt, bittet er Sie einige Variablen fiir
ihn zu transformieren:
(@) Die Variable ADHS Diagnose (diagnosis) soll dummy-kodiert werden, wobei die
Referenzkategorie keine ADHS Diagnose sein soll.
(b) Die Variable ADHS Medikation (medication) soll ebenfalls in Dummy-kodierte Variablen
umgewandelt werden, wobei keine Medikation die Referenzkategorie sein soll.

(c) Die Variable Frustrationstoleranz (tolerance) soll zentriert werden.

Ferner erzahlt Ihr Kollege lhnen, dass er das folgende lineare Regressionsmodell verwenden

mochte: adhd; = B, + f,diagnosis; + f,tolerance_cent; + f3diagnosis;tolerance_cent;.
Berechnen Sie die dafur notwendige Interaktionsvariable.
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Beispiel 11.5

In der Studie der Suchtpréventionsstelle (Beispiel 12.3) wurde aufierdem eine Intervention durchgefiihrt,
bei der den Teilnehmer*innen Ubungen zur Impulskontrolle gezeigt wurden. Der Datensatz
,,Kap12UE3.sav* beinhaltet u.a. Informationen (iber den Restgeldbetrag nach dem letzten Casinobesuch
vor der Intervention (balance_pre), den Restgeldbetrag nach dem ersten Casinobesuch nach der
Intervention (balance_post) und (ber das Vorliegen einer Spielsucht (addiction). Die
Suchtpraventionsstelle ist daran interessiert, ob der Zusammenhang des Restgeldbetrags vor und nach

der Intervention unterschiedlich ist, je nachdem ob die Person spielstichtig ist oder nicht.

Berechnen Sie, um diese Fragestellung zu beantworten, eine lineare Regressionsanalyse zur
Vorhersage von balance_post, mit dem diskreten Pradiktor addiction, dem stetigen Préadiktor
balance_pre und deren Interaktion addict X _balance pre und schreiben Sie dafir einen
Ergebnisbericht. Verwenden Sie ein Signifikanzniveau von a = .005. Hinweis: Fur dieses (fiktive)
Beispiel konnen Sie wiederum davon ausgehen, dass die fiir die lineare Regression notwendigen

Annahmen allesamt erfillt sind.

Beispiel 11.6

Offnen Sie die Datei ,,Kap12UE6.sav*. Dieser ist eine Erweiterung zum (fiktiven) Datensatz in Beispiel
12.4, in dem Personen ein Frustrationstoleranzfragebogen und ein ADHS-Fragebogen vorgegeben
wurde. Zusétzlich wurde ermittelt, ob die Personen eine offizielle ADHS Diagnose vorliegen haben. Die
erweiterte Datei ,,Kapl2UEG6.sav* beinhaltet aulerdem eine mit 0 und 1 kodierte Dummy-Variable der
ADHS Diagnose (NOvsDIAG), die zentrierte Variable Frustrationstoleranz (c_tolerance) und deren

Produkt (NOvsDIAG_X_ c_tol).
Verwenden Sie das folgende Regressionsmodell zur Schitzung der Regressionskoeffizienten:
adhd; = By + BiNOvsDIAG; + f,c_tolerance; + P3NOvsDIAG_X c_tol;

Erstellen Sie im Anschluss einen Ergebnisbericht und verwenden Sie ein Signifikanzniveau von
0.5%. In dem Ergebnisbericht soll, neben APA-Richtlinien konformer Berichterstattung der statistischen

Kennwerte, auch explizit beschrieben werden wie der Interaktionseffekt zu interpretieren ist. Hinweis:
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Fir dieses (fiktive) Beispiel kdnnen Sie wieder davon ausgehen, dass die fur die lineare Regression

notwendigen Annahmen allesamt erfillt sind.

Beispiel 11.7

Der Datensatz ,, Kapl2UE6.sav enthélt neben der Information iiber eine ADHS-Diagnose auch
Information dariiber, welches Medikament (Ritalin oder Adderall) eingenommen wird, sofern eine
Diagnose vorliegt. Die Variable Medikament hat daher 3 Auspragungen: kein Medikament, Ritalin,
Adderall. Fiur diese kategoriale Variable wurden die entsprechenden Dummy-Variablen erstellt
(NONEvsRIT, NONEvsADD) und jeweils die Interaktionsvariablen mit der zentrierten

Frustrationstoleranz berechnet (NONEVsSRIT_X_c¢_tol, NONEvsADD_X c_tol).

Verwenden Sie ein lineares Regressionsmodell, in dem der ADHS-Score (adhd) durch die
unabhangigen Variablen Frustrationstoleranz (c_tolerance), Medikament (NONEvsRIT, NONEvsADD)

und deren Interaktion vorhergesagt wird, zur Schatzung der Regressionskoeffizienten.

Erstellen Sie im Anschluss einen Ergebnisbericht und verwenden Sie ein Signifikanzniveau von
a = .05. In dem Ergebnisbericht soll, neben APA-Richtlinien konformer Berichterstattung der
statistischen Kennwerte, auch explizit beschrieben werden wie der Interaktionseffekt zu interpretieren
ist. Hinweis: Fur dieses (fiktive) Beispiel konnen Sie wieder davon ausgehen, dass die flr die lineare

Regression notwendigen Annahmen allesamt erfillt sind.

Beispiel 11.8

In Kapitel 5 wurde ein unabhangiger t-Test verwendet, um der Frage nachzugehen, ob sich der
IQ von (fiktiven) Psychologiestudierenden im Mittel von den (fiktiven) BWL-Studierenden
unterscheidet. Der dafiir herangezogene Datensatz ist in der Datei ,,KapS5daten2.sav* zu finden. Die

Abbildung 5.9 zeigt die Ausgabe fir eben jenen t-Test.

Anstelle des Student’schen t-Tests hatte man hier ebenfalls eine lineare Regressionsanalyse mit
dem dichotomen Pradiktor Studiengang (Gruppe mit 0 = Psychologie & 1 = BWL) und dem Kriterium

1Q berechnen kénnen:
IQ; = Bo + B1Gruppe;.
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(a) Vervollstindigen Sie basierend auf den Ergebnissen des Student’schen t-Tests in Abbildung 5.9

die folgende Ergebnistabelle fiir das eben angefihrte lineare Regressionsmodell:

Unstandardized b t Sig.

(Constant) 53.67 <.001

Gruppe

(b) Uberpriifen Sie lhre Ergebnistabelle, indem Sie sich die lineare Regressionsanalyse ausgeben
lassen und schreiben Sie einen Ergebnisbericht, bei dem Sie ein Signifikanzniveau von 5%

verwenden.

Hinweis: Fir dieses (fiktive) Beispiel kdnnen Sie wiederum davon ausgehen, dass die fur die lineare

Regression notwendigen Annahmen allesamt erfillt sind.

Beispiel 11.9

Der Datensatz ,.tulips.sav* beinhaltet Informationen iiber die Gréfe von Tulpenbliiten (Variable:
blooms), je nach Feuchtigkeit der Erde (wenig (1) bis viel (3) Wasser, Variable: water) und Beschattung
(niedrige (1) bis hohe (3) Beschattung, Variable: shade). Sie mdchten herausfinden, ob die Feuchtigkeit
und die Belichtung eigenstandig, wie auch in Interaktion miteinander, die GroRe der Tulpenbliten

beeinflussen kdnnen.

(a) Bevor Sie die Analyse durchfiihren, ist es in diesem Fall hilfreich die beiden Variablen water
und shade zu zentrieren, da so der Wert 0 eine mittlere Feuchtigkeit bzw. mittlere Beschattung
darstellt.

(b) Erzeugen Sie dann die benétigte Interaktionsvariable aus den beiden zentrierten Pradiktoren.

(c) Fuhren Sie im Anschluss eine multiple lineare Regressionsanalyse mit Interaktionsterm durch

und schreiben Sie einen Ergebnisbericht. Verwenden Sie dafir ein Signifikanzniveau von 0.5%.

Anmerkung: Leider ist nicht bekannt in welcher Einheit die GréRe der Tulpenbliiten in diesem Datensatz

gemessen wurde, daher ist die Interpretation im Ergebnisbericht etwas erschwert.
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Beispiel 11.10
Erstellen Sie fur das Regressionsmodell aus Beispiel 12.9 eine entsprechende Grafik. Auf der Grafik
soll zu sehen sein wie sich der Zusammenhang zwischen Feuchtigkeit und Blltengrofie je nach

Beschattung (1 = niedrige Beschattung, 2 = mittlere Beschattung, 3 = hohe Beschattung) veréndert.

Verwenden Sie daflir ein Streudiagramm bei dem die Datenpunkte je nach Beschattung
eingefarbt sein sollen. Weiters soll flr die drei Untergruppen der Beschattung eine Regressionsgerade

(Linear Fit Line) angezeigt werden.

Hinweis: SPSS kann im Chart-Builder nur andere Farben fir Datenpunkte setzen, wenn die
entsprechende Variable in der SPSS-Datendatei als nominal-skaliert klassifiziert ist. Verwenden Sie

daher eine nominale skalierte Variable flr das Ausmalfl der Beschattung.
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Lésungen zu den Ubungsaufgaben

Losungen zu den Ubungsaufgaben

Losungen der Ubungsaufgaben zu Kapitel 1

Beispiel 1.1

Richtig: (a), (b), (c). Falsch: (d).

Beispiel 1.2
o o Abgebildete
Wirklichkeit: Wirklichkeit:
Abbildung
Merkmal Variable
Konkreter Wert Konkreter Wert
Merkmals- Variablen-
auspragung wert
Zuordnung
Abbildung L.1. Lésung zu Beispiel 1.2.
Beispiel 1.3
Begriffe Synonyme

Merkmalstrager:in
Merkmalsauspragung

Untersuchungseinheit, Untersuchungsobjekt
Merkmalswert

Variablenwert Messwert

Beispiel 1.4

Richtig: (a), (c). Falsch: (b), (d).

Beispiel 1.5
Skalenniveau Beispiele
Nominalskalenniveau Erkrankung (Ja/Nein); Haarfarbe; Geschlecht
Ordinalskalenniveau Wettkampfplatzierung; Schulabschluss
Intervallskalenniveau Temperatur
Verhiltnisskalenniveau GroBe, Gewicht

Absolutskalenniveau

Anzahl (an Fehltagen, Biichern etc.)
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Beispiel 1.6

Richtig: (b), (c). Falsch: (a), (d).

Beispiel 1.7

Diskret: Studienfach, Augenfarbe, Anzahl an Fehltagen. Kontinuierlich: GroRe, Gewicht, Temperatur.

Beispiel 1.8

Richtig: (c), (d). Falsch: (a), (b).

Beispiel 1.9
Z.B.: Die Anzahl an konkreten Ubungsbeispielen, die Schiiler:innen im Mathematikunterricht

bearbeiten, wirkt sich positiv auf die Mathematikabschlussnote aus.

Beispiel 1.10
Z.B.: Je mehr Bucher Personen zu Hause haben, desto geringer ist das Merkmal Extraversion dieser

Personen ausgepragt.

Beispiel 1.11

Mit Urliste wird die ungeordnete tabellarische Darstellung von Daten bezeichnet. Unter Daten werden
hierbei die Ergebnisse von Beobachtungen, Fragebdgen, psychologischen Tests oder physikalischen
Messinstrumenten bezeichnet, mit deren Hilfe die Ausprdgung von Merkmalen untersuchter

Merkmalstrager abgebildet werden soll.

Beispiel 1.12

Richtig: (d). Falsch: (a), (b), (c).

Beispiel 1.13

(@) Hium(xs =12) =X7 1 H(x)) =H(x)) + H(xp) + H(xz) + H(x)) =1+ 2+ 4+ 1=8.
(0) huumCra = 12) = = X4 H(x;) = = [H(xy) + Hxp) + Hxs) + H(xg)] =
(1 +2+4+1)=8/50 = 0.16,
1 1 1 3
(©) hum(x; < 10) = Zz;zlhr(xj) =~[H(x) +H(x)] = ;(1+2) = =0.06=10.06-1=
0.06 -2 = (0.06 - 100) ﬁ = 6-— = 6%. (Die Ausformulierung der letzten Teilschritte

100 100
dient lediglich der Illustration der Bedeutung des Symbols ,,%* fiir ,,pro zent®, d.h.

wortwortlich fiir ,,in Einheiten von ﬁ“')
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Beispiel 1.14
Anzahl Liegestiitz Absolute Hiufigkeit  Relative Absolute Relative
Haufigkeit kumulierte kumulierte
Haufigkeit Héaufigkeit
5 1 0.02 1 0.02
9 2 0.04 3 0.06
11 4 0.08 7 0.14
12 1 0.02 8 0.16
Beispiel 1.15

Richtig: (a), (b), (c). Falsch: (d).
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Losungen der Ubungsaufgaben zu Kapitel 2
Die Losungen fiir die Ubungsaufgaben dieses Kapitels liegen hauptsichlich in Form elektronischer
Dateien vor, die Sie allesamt im elektronischen Ergdnzungsmaterial zu diesem Dokument finden, das

Sie unter https://osf.io/9tcx3/ herunterladen konnen.

Beispiel 2.1

Schritt fiir Schritt in Kapitel 2 erklédrt. Syntaxdatei: siehe ,,Erste_Syntaxdatei. sps*.

Beispiel 2.2

Richtig: (b), (d). Falsch: (a), (c).

Beispiel 2.3

Richtig: (a), (c). Falsch: (b), (d).

Beispiel 2.4

Alle falsch.

Beispiel 2.5

Antworten:

(@) 10.
(b) 5.
(c) 11.
(d) 26 Jahre. 179 cm. Ja,

() Incm. Inkg.

Beispiel 2.6

Siehe Datei ,,Kap2UE6.sav*.

Beispiel 2.7

Siehe Datei ,,Kap2UE7.sav*.

Beispiel 2.8

Siehe Datei ,,Kap2UES8.sav*.
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Beispiel 2.9

Siehe Datei ,,Kap2UE9.sav*.

Beispiel 2.10

Siehe Datei ,,Kap2UE10.sps*.

Beispiel 2.11

Siehe Datei ,,Kap2UE11.sav".

Beispiel 2.12

Siehe Datei ,,Kap2UE12.sav*.

Beispiel 2.13

Lésungen zu den Ubungsaufgaben

Am kleinen roten Plus-Symbol tiber dem SPSS-ICON ganz oben links in der Ecke.
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Losungen der Ubungsaufgaben zu Kapitel 3

Beispiel 3.1

Die Variablen mathe_mathe2 und mathe_mathe3 sind jeweils umzukodieren. Um die Umpolung
durchzufuhren wéhlen wir Transform >> Recode into Different Variables... und Klicken dort mit der
rechten Maustaste in das linke Feld, um uns die Variablennamen anzeigen zu lassen. Daraufhin wéhlen
wir beide Variablen aus und schieben sie in das mittlere Feld. Daraufhin markieren wir die erste der
beiden Zuweisungen, d.h. ,,mathe mathe2 --> ?* im mittleren Feld und tragen bei ,,Name* den Namen
der umkodierten Variable ein, z.B. ,,mathe mathe2 umk*. Unter Label tragen wir ein: ,,Umkodierung

des Items ,Ich hasse Statistik*““. Dann klicken wir auf ,,Change und dann auf,,0ld and New Values...*.

Im sich 6ffnenden Fenster tragen wir zuerst die Zahl 1 unter ,,Value® bei ,,0ld Value* ein und
die Zahl 5 unter ,,Value* bei ,,New Value“. Der Grund fiir diese beide Zahlen ist, dass die Skala der
urspriinglichen Variablen von 1 bis 5 geht. Wiirde die Skala von 0 bis 6 gehen, hétten wir die Zahlen 0
und 6 eingetragen. Darauthin klicken wir auf,,Add*. Nun tragen wir die Zahl 2 unter ,,Value* bei ,,01d
Value* ein und die Zahl 4 unter ,,Value® bei ,,New Value* und klicken wieder auf ,,Add*“. Nun tragen
wir die Zahl 3 unter ,,Value® bei ,,0ld Value* ein und die Zahl 3 unter ,,Value* bei ,,New Value* und
klicken wieder auf ,,Add“ (diesen Schritt konnten wir uns strenggenommen auch sparen). Nun tragen
wir die Zahl 4 unter ,,Value® bei ,,0ld Value“ ein und die Zahl 2 unter ,,Value* bei ,,New Value* und
klicken wieder auf ,,Add*. SchlieSlich tragen wir die Zahl 5 unter ,,Value* bei ,,0ld Value* ein und die

Zahl 1 unter ,,Value* bei ,,New Value* und klicken wieder auf ,,Add*. Dann klicken wir auf ,,Continue®.

Nun klicken wir auf die zweite Zuweisung, d.h. auf ,,mathe_mathe3 --> ?*“ im mittleren Feld
und gehen ganz analog zur vorhergehenden Variable vor. Im Fenster ,,Old and New Values* sehen wir,
dass die passenden Zuweisungen bereits eingetragen sind, hier ist also in diesem Fall nichts mehr zu tun
(Vorsicht aber falls zwei Items unterschiedliche Skalen haben; dann mussen hier die entsprechenden

Anpassungen vorgenommen werden).

Wenn wir mit den Einstellungen fur die Umkodierung der zweiten Variable fertig sind, klicken
wir auf ,,Paste” fiir unsere Dokumentation. Es 6ffnet sich eine Syntaxdatei, in der wir die beiden Zeilen

.~ Kapitel 3, Beispiel 3.1.“ und ,,* Umkodierung der Items mathe_mathe2 und mathe_mathe3.*
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Ergénzen. Danach speichern wir die Syntaxdatei gleich einmal unter der Bezeichnung ,,Kap3UE1.sps*
ab. SchlieBlich fiihren wir die Kommandozeilen in der Syntaxdatei aus, indem wir sie markieren und

auf das griine ,,Abspielen“-Symbol klicken.

Daraufhin sehen wir, dass zwei neue Variablen in unserem Datensatz hinzugekommen sind. In
der Variablenansicht nehmen wir noch sadmtliche Einstellungen fir die neuen Variablen vor, die noch
nicht passen. Dann Uberprifen wir, ob die Umkodierung richtig vonstattenging, indem wir in der
Datenansicht jeweils die Variablen mathe_mathe2 und mathe_mathe3 mit den Variablen
mathe_mathe2_umk und mathe_mathe3_umk vergleichen. Sofern alles richtig aussieht, speichern wir

die neue Datendatei unter der neuen Bezeichnung ,,Kap3daten bearbeitet UE1.sav* ab.

Beispiel 3.2

Zur Bildung einer entsprechenden Summenskala gehen wir wie folgt vor. Unter Transform >> Compute
Variable... tragen wir zuerst als Bezeichnung fiir unsere Summenskala ,, Affinitdt Mathe Statistik*
unter ,,Target Variable* ein. Darauthin klicken wir rechts im linken Feld mit allen Variablen und lassen
uns wieder die Variablennamen anstelle der Labels anzeigen. Nun klicken doppelt mit der linken
Maustaste auf die Variable mathe_mathel und erganzen anschlieBend hinter der gerade eingefigten
Variablen ein ,,+“ im Feld ,,Numeric Expression®. Daraufhin klicken wir doppelt auf die Variable
mathe_mathe2_umk, fiigen wiederum ein ,+“ nach der hinzugefiigten Variable ein und klicken
schlieBlich noch doppelt auf die Variable mathe_mathe3_umk. Danach fiigen wir mit ,,Paste wieder
alles in unsere Syntaxdatei ein, ergénzen diese um eine entsprechende Kommentarzeile und speichern
Sie unter der neuen Bezeichnung ,,Kap3UE2.sps* ab. Dann fithren wir die neuen Kommandozeilen aus
und Uberprifen anhand einiger Personen in der Datenansicht, ob die Bildung der Summenskala wie
gewdiinscht funktioniert hat. Daraufhin speichern wir die Datendatei unter der neuen Bezeichnung

,Kap3daten bearbeitet UE2.sav* ab.

Beispiel 3.3
Bei der in Beispiel 3.2 berechneten Summenskala handelt es sich um eine metrische Variable, die
diskrete Werte zwischen 3 und 15 annehmen kann. Fir eine metrische Variable sind jedenfalls die

Angabe der typischen Auspragung, der Streuung, sowie Minimum und Maximum informativ. Letztere
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dienen insbesondere dazu, zu Uberprifen, ob sich alle Werte im erlaubten Bereich fiir diese Variable
befinden. Ist dem nicht so, dann ist das ein Hinweis auf Fehler bei der Dateneingabe oder Fehler bei der
Berechnung der Summenskala. Zudem lassen wir uns noch eine Haufigkeitstabelle sowie ein

Histogramm und ein Boxplot flr die Summenskala ausgeben.

Fur die MaRzahlen und die Haufigkeitstabelle wéhlen wir erst Analyze >> Descriptive Statistics
>> Frequencies... und dort unsere Summenskala Affinitat_Mathe_Statistik aus. Unter ,,Statistics...*
wéhlen wir den Mittelwert (Mean), den Median, die Standardabweichung (Std. deviation), das
Minimum, das Maximum, die Schiefe (Skewness) sowie die Wolbung (Kurtosis) aus. Unter ,,Charts. ..
wéhlen wir Histogramm aus und lassen uns auch eine Normalverteilungskurve fiir das Histogramm
anzeigen. Nach Einfligen der entsprechenden Kommandozeilen in die Syntaxdatei lassen wir uns unter
Graphs >> Chart Builder... ein Boxplot fiir unsere Summenskala ausgeben. Ausfiihren aller neuen

Kommandozeilen generiert eine Ausgabe, die wir unter der Bezeichnung ,,Kap3UE3.spv* abspeichern.

Beispiel 3.4

Wir sollen die Variable statistikschmerzen umkodieren. Dazu kénnen wir prinzipiell ganz analog zu
Beispiel 3.1 vorgehen, allerdings ist hier zu beachten, dass die urspriingliche Variable auf einer Skala
von 1 bis 10 zu beantworten war. Dies muss bei der Eingabe alter und neuer Werte unter Transform >>
Recode into Different Variables >> Old and New Values entsprechend beriicksichtigt werden. Flr das

Ergebnis, siche die Dateien ,,Kap3UE4.sps* sowie ,,Kap3daten bearbeitet UE4.sav".

Beispiel 3.5

Nun sollen wir eine Mittelwertskala aus den drei Items statistikliebe, mathematikliebe, und dem aus
statistikschmerzen umkodierten Item generieren. Hierzu kann wiederum analog zu Beispiel 3.2
vorgegangen werden, allerdings ist nun unter ,,Numeric Expression® im Menii Transform >> Compute
Variable... die Mittelwertsfunktion aus der Funktionsgruppe Statistik mit den entsprechenden drei
Argumenten zu wahlen. Dazu kann entweder die Funktion aus den Feldern rechts ausgewahlt und die
drei Variablen eingefiigt werden oder es kann gleich , mean(statistikliebe, mathematikliebe,
statistikschmerzen_umk)* im Feld ,,Numeric Expression® eingegeben werden. Fiir das Ergebnis, siehe

die Dateien ,,Kap3UES5.sps“ sowie ,,Kap3daten bearbeitet UES5.sav®.
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Beispiel 3.6

Dieses Beispiel kann vollig analog zu Beispiel 3.3 geldst werden. Fir das Ergebnis, siehe
,,Kap3UE6.spv* sowie ,,Kap3UEG6.sps®. Interessant ist bei diesem Beispiel, dass wir im Boxplot einen
Ausreifler haben. Die Person mit dem Code 025 scheint so wirklich gar nichts fur Statistik brig zu

haben.

Beispiel 3.7

51 Personen wurden zu ihrem Lieblingsfach unter den Hauptféchern beim Schulabschluss befragt. Mit
knapp der Halfte (49%; 25 von 51 Personen) gefallt das Hauptfach Englisch den befragten Personen am
haufigsten. Mathematik belegt den zweiten Platz der beliebtesten Hauptfacher mit 29.4% (15 der 51
Personen). Auf Platz landet Deutsch mit 21.6% (11 von 51 Personen). Jede befragte Person hat ein
Lieblingsfach angegeben. Abbildung L.2 zeigt die Verteilung der Hauptfacher unter den befragten

Personen.

Welches Hauptfach hat lhnen in der Schule am meisten Freude bereitet?

25

20

Frequency

Deutsch Englisch Mathematik

Welches Hauptfach hat lhnen in der Schule am meisten Freude bereitet?

Abbildung L.2. Verteilung der Hauptfécher unter den 51 danach befragten Personen.
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Beispiel 3.8

Von insgesamt 17 Leuten aus der Stichprobe, die derzeit in einer Beziehung sind, geben 14 an, aktuell
auch verliebt zu sein und 3 wissen es nicht. VVon 25 Leuten, die aktuell Single sind, geben hingegen nur
2 an, gerade verliebt zu, wéahrend 14 Personen nicht verliebt sind, 8 es nicht wissen und 1 Person meint,
dass das die Durchfiihrenden der Untersuchung gar nichts angehe. Es sieht also schon ein bisschen
danach aus, als waren Leute in einer Beziehung eher verliebt als Leute, die Single sind. Um den
Sachverhalt weiter aufzukléren, ist allerdings noch mehr Forschung nétig. Die gesamte Kreuztabelle ist

in Tabelle L.1 gegeben.

Beispiel 3.9

Mittelwerte und Standardabweichungen fur die drei Variablen sind in Tabelle L.2 zusammengefasst.
Bei der KorpergréBe und der SchuhgroBe diirfte es das Problem geben, dass es sich mit hoher
Wahrscheinlichkeit jeweils um bimodale Verteilungen handelt, da sich weibliche und mannliche
Befragte in diesen Variablen doch recht deutlich unterscheiden. Zumindest weisen die Histogramme
und Haufigkeitstabellen darauf hin. Bei der KérpergroRe dirfte es zwei Maxima bei etwa 165 und 175-
180 cm geben, bei der SchuhgrolRe bei 38-39 und 43. Fiir weitere Details, siche ,,Kap3UE9.spv* sowie

,,Kap3UE9.sps*.

Tabelle L.1. Resultierende Kreuztabelle in Beispiel 3.8.

Verliebt?
Ja Nein Weil3 nicht  Privatsache Total
Single 2 14 8 1 25
Beziehung In Beziehung | 14 0 3 0 17
Status Kompliziert 1 0 2 1 4
Privatsache 0 0 0 5 5
Total 17 14 13 7 51
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Tabelle L.2. Mittelwerte und Standardabweichungen fiir die drei Variablen Alter, KérpergréRe und

Schuhgrélie aus Beispiel 3.9.

M SD
Alter (in Jahren) 21.63 3.49
Korpergrolie (in cm) 170.80 9.65
Schuhgréfie (EU Format) 39.85 2.59

Beispiel 3.10

Siehe ,,Kap3UE10.spv* sowie ,,Kap3UE10.sps®.

Beispiel 3.11

Fur das Zusammenfiigen der einzelnen Datendateien handelt es sich um den Fall ,,Hinzufiigen neuer
Félle mit denselben Variablen aus Kapitel 2. Dazu kdnnen wir also wie folgt vorgehen, wir 6ffnen
zuerst die beiden Dateien ,,Deutschland.sav* und ,,Osterreich.sav und kontrollieren, ob alle Variablen
gleich definiert wurden. Daraufhin wéhlen wir in der Datei ,,Deutschland.sav Data >> Merge Files >>
Add Cases... und wiéhlen dort die bereits gedffnete Datei ,Osterreich.sav* aus und klicken auf
»Continue®. Sofern alle Variablen exakt gleich definiert waren, sollten wir keine Variablen im Feld
,Unpaired Variables“ sehen und wir konnen gleich auf,,OK* klicken. Daraufhin werden die Falle direkt
in der Datei ,,Deutschland.sav* hinzugefiigt und es gibt dort jetzt 836 Fille. Wir speichern diese Datei
nun neu ab unter der Bezeichnung ,Deutschland Osterreich.sav. Wir kénnen die Datei
,,Osterreich.sav* jetzt schlieBen und 6ffnen die Datei ,,Schweiz.sav*. Wir kontrollieren wiederum, ob
alle Variablen gleich definiert wurden und fligen daraufhin die beiden Dateien ganz analog zu vorhin
zusammen. Wir speichern den resultierenden Gesamtdatensatz, nun mit 1194 Féllen, unter der

Bezeichnung ,,dach.sav* ab.

Wie bereits an der der Datenansicht erkennbar, haben insgesamt 1194 Personen an der
Befragung teilgenommen. Unter Analyze >> Descriptive Statistics >> Frequencies... kénnen wir uns
eine Haufigkeitstabelle fur die drei Nationen ausgeben lassen. An dieser kdnnen wir ablesen, dass 423
Personen aus Deutschland teilgenommen haben, was einem Anteil von 35.4% an der Gesamtstichprobe

entspricht. Aus Osterreich haben 358 Personen teilgenommen, was 30% der Gesamtstichprobe

357



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

entspricht. In der Schweiz haben schlieRlich die verbleibenden 413 Personen teilgenommen, was 34.6%

der Gesamtstichprobe entspricht.

Beispiel 3.12
Von den 1194 Befragten gaben 592 (49.6%) an, dass ihr Geschlecht ,,mannlich® sei, 602 (50.4%) gaben

an, dass ihr Geschlecht ,,weiblich® sei. Die Frage wurde von allen Teilnehmenden beantwortet.

Die Befragten waren zwischen 22 und 59 Jahre alt. Das Durchschnittsalter betrug M = 36.29
mit einer Standardabweichung von SD = 4.78. Der Median betrug Mdn = 36 Jahre. Eine Person gab kein

Alter an.

Das Bildungsniveau entsprach bei 13 (1.1%) Befragten der Volks- oder Hauptschule, bei 287
(24.0%) der Fachschule oder einer hoheren Schule ohne Matura oder einer Lehre, bei 198 (16.6%) der
héheren Schule mit Matura oder Meisterpriifung oder Kolleg/Mat., und bei 689 (57.7%) der Universitat,
Fachhochschule oder Akademie. Von den Befragten machten 7 (0.6%) keine Angabe zum

Bildungsniveau.

Bei der Variable m_dur handelt es sich um die Ehedauer in Monaten. Sieht man sich einige
statistische Mal3zahlen fiir diese Variable an, wird allerdings schnell klar, dass mit dieser etwas nicht
stimmen kann. Mittelwert (M = 179.68 Monate) und Median (Mdn = 77.50 Monate) klaffen
beispielweise sehr weit auseinander, was auf eine auferst rechtsschiefe Verteilung hindeutet. Ebenso ist
die Standardabweichung im Vergleich zum Mittelwert aufféllig groR (SD = 292.37 Monate). An der
Héufigkeitsverteilung und am Histogramm kann man schlielich erkennen, dass ein erheblicher Teil der
Stichprobe (10.3% der Gesamtstichprobe; 11.1% der Stichprobe, bereinigt fiir fehlende und ungdiltige
Werte) angeblich eine Ehedauer von 999 Monaten angegeben hat. Dies erscheint aus mehreren Griinden
auferst unplausibel. Erstens entspricht eine Ehedauer von 999 Monaten einer Ehedauer 83.25 Jahren.
Das ist zwar prinzipiell nicht unmdglich, aber vermutlich nur duRerst selten der Fall. Zweitens war das
maximale Alter der befragten Personen 59 Jahre, also geringer als eine Ehedauer von 999 Monaten.
Daraus l&sst sich durchaus schlussfolgern, dass es sich bei den angeblichen 999 Monaten um

Fehleingaben handeln dirfte.
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In der Variablenlbersicht sehen wir, dass fehlende Werte bei unterschiedlichen Variablen mit
der Zahl 99 definiert wurden (zusatzlich zum ganz gewohnlichen Fehlen des entsprechenden Eintrags).
Wenn wir nun eine weitere Variable erzeugen, die wir z.B. ,,chedauer neu‘ nennen und die schlichtweg
der alten Variable m_dur entspricht, nur dass fir diese Variable nun die Zahl 999 (statt 99; eine Ehedauer
von 99 Monaten ist ja durchaus plausibel) fehlende Werte anzeigt, kommen wir zu plausibleren Werten
fur die Ehedauer in Monaten. Es ergibt sich ein Mittelwert von M = 77.37 Monaten (etwa 6.5 Jahre) mit
einer Standardabweichung von SD = 42.11 Monaten. Die Verteilung ist immer noch stark rechtsschief.
Auch das ergibt durchaus Sinn. Nach unten hin ist die Ehedauer ja durch 0 begrenzt, nach oben gibt es

viel mehr Spielraum und hin und wieder ist die Ehedauer auch sehr lang, siehe Abbildung L.3.

Histogram

Mean =77.37
Stel. Dev. = 42105
N =885

Frequency

=
o 100 200 300 400

Ehedauer (in Monaten) mit besserer Definition flir fehlende Werte
Abbildung L.3. Ein weitaus plausibleres Histogramm fir die Ehedauer.

Beispiel 3.13
Dieses Beispiel l&sst sich mit einer entsprechenden Kreuztabelle 16sen, siehe ,,Kap3UE13.sps®.
Inspektion derselben zeigt, dass in Deutschland 212 Méanner und 211 Frauen befragt wurden, wéhrend

es in der Schweiz 177 Manner und 181 Frauen und in Osterreich 203 Méanner und 210 Frauen waren.
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Beispiel 3.14
Fir justice_mean ergibt sich ein Mittelwert von M = 4.61 mit einer Standardabweichung von SD = 1.07.
Fir justice_sum ergibt sich ein Mittelwert von M = 9.21 mit einer Standardabweichung von SD = 2.17.

Fir Details, siehe die Dateien “Kap3UE14.spv” sowie “Kap3UE14.sps”.

Beispiel 3.15

Die Streudiagramme fur die vier Variablenpaare sind in den Abbildungen L.4-7 gezeigt.

Scatter Plot of y1 by x1
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Abbildung L.4. Streudiagramm fiir das Variablenpaar (x;,y;) aus Ubungsaufgabe 3.15.
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Abbildung L.5. Streudiagramm fiir das Variablenpaar (x,,y,) aus Ubungsaufgabe 3.15.
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Scatter Plot of y3 by x3
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Abbildung L.6. Streudiagramm fir das Variablenpaar (x5, y3) aus Ubungsaufgabe 3.15.

Scatter Plot of y4 by x4
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Abbildung L.7. Streudiagramm fiir das Variablenpaar (x,, y,) aus Ubungsaufgabe 3.15.

In allen vier Fallen ist der Pearson Korrelationskoeffizient zu r = .82 gegeben, obwohl vdllig
unterschiedliche Datensituationen vorliegen. Den Datenpunkten kénnte im ersten Fall durchaus ein
linearer Zusammenhang zugrunde liegen. Der Datensatz im zweiten Fall scheint hingegen exakt (oder
immerhin sehr prazise) durch einen quadratischen Zusammenhang beschreibbar. Der Zusammenhang
im dritten Datensatz ist vermutlich fir den Grol3teil der Datenpunkte optimal linear und der Koeffizient
ungleich 1 kommt nur durch den einzelnen Ausreiler zustande. Im vierten Fall liegt fur den GroRteil
der Datenpunkte gar keine Varianz beziglich der Variablen x vor. In allen auler dem ersten Fall

erscheint eine Charakterisierung der Datenpunkte durch einen linearen Zusammenhang irrefihrend.
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Beispiel 3.16

Die drei Streudiagramme sind in den Abbildungen L.8-10 gezeigt. Mit allen Datenpunkten ergeben sich
folgende Korrelationskoeffizienten: r = .30, rs = .24, 1, = .17; allesamt kleine Effekte gemé&R Cohen
(1988). Ohne die beiden Datenpunkte ganz rechts unten im Streudiagramm ergeben sich die folgenden
Werte: r = 55, rs = 41, 1 = .28; ein groBer Effekt gemdR Cohen (1988) fiir Pearsons
Korrelationskoeffizienten, ein mittlerer Effekt fur Spearmans Rangkorrelationskoeffizienten, ein kleiner

Effekt fur Kendalls tau-b.

Scatter Plot of y by x
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Abbildung L.8. Streudiagramm fiir den Originaldatensatz aus Ubungsaufgabe 3.16.
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Abbildung L.9. Streudiagramm fiir Ubungsaufgabe 3.16 nach Entfernung zweier Datenpunkte (rechts

unten).
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Werden auch noch die beiden Datenpunkte links unten entfernt, ergeben sich die folgenden
Werte: r = .36, rs = .31, w = .20; mittlere Effekte gemaR Cohen (1988) fiir Pearsons
Korrelationskoeffizienten und Spearmans Rangkorrelationskoeffizienten, immer noch ein kleiner Effekt

fur Kendalls tau-b.

Scatter Plot of ywo2 by xwo2
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Abbildung L.10. Streudiagramm fiir Ubungsaufgabe 3.16 nach Entfernung zweier weiterer Datenpunkte

(links unten).

Man sieht an diesem Beispiel, dass alle drei Korrelationskoeffizienten durch ungewdhnliche

Datenpunkte (im Vergleich zu den anderen) beeinflussbar sind, allerdings in deutlich anderem Ausmal3.

Beispiel 3.17

(@) Zwischen den Logarithmen der beiden Variablen besteht kein signifikanter Zusammenhang,
r(45) = -.04, p = .782. Das Ergebnis liefert keine Evidenz fir die theoretische Vorhersage.

(b) Unter Ausschluss der entsprechenden vier Sterne besteht ein signifikanter Zusammenhang
zwischen den Logarithmen der beiden Variablen, r(41) = .65, p < .001. In Einklang mit der
theoretischen Vorhersage deutet das Ergebnis auf einen positiven Zusammenhang zwischen den
Logarithmen der Oberflachentemperatur und der Leuchtkraft hin, d.h. je hoher die

Oberflachentemperatur, desto héher die Leuchtkraft.
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Losungen der Ubungsaufgaben zu Kapitel 4
Beispiel 4.1

Richtig: (a), (b). Falsch: (c), (d).

Beispiel 4.2

Alle Aussagen sind falsch, siehe insbesondere auch Gigerenzer (2004).

Beispiel 4.3
Nr. | Aussage R/F
1) Es kann sein, dass der p-Wert Kleiner als « ist, aber die Teststatistik T nicht im | F

Ablehnungsbereich der Nullhypothese liegt.

2) Fur eine ungerichtete Hypothese ist der p-Wert die Wahrscheinlichkeit unter | R
Annahme der Giiltigkeit der Nullhypothese dafiir, dass sich die Teststatistik in der
beobachteten Realisation oder einer extremeren Realisation in Richtung der
Alternativhypothese realisiert.

3) Ist der p-Wert klein, dann liegt der wahre Populationsmittelwert weit weg vom | F
Testwert.
4) Ist der p-Wert klein, dann hat man einen Effekt mit gro3er Effektstarke detektiert. | F
Beispiel 4.4
Nr. | Aussage R/F
1) Ein p-Wert groRer als das gewéhlte Signifikanzniveau bedeutet, dass es keinen | F

Unterschied zwischen dem Populationsmittelwert und dem Testwert gibt.

2) Ein p-Wert groRer als das gewdhlte Signifikanzniveau bedeutet, dass die | F
Nullhypothese stimmt.

3) Ein p-Wert groBer als das gewdhlte Signifikanzniveau bedeutet, dass die | F

Nullhypothese eher stimmt als die Alternativhypothese.

4) Ein p-Wert kleiner als das gewadhlte Signifikanzniveau bedeutet, dass die | F

Alternativhypothese zutrifft.

Fur weitere hdufige Missverstandnisse beziiglich des p-Werts, siehe z.B. Greenland et al.

(2016).

Beispiel 4.5
Richtig: (b). Falsch: (a), (c), (d).
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Beispiel 4.6

Richtig: (b), (d). Falsch: (a), (c).

Beispiel 4.7

Im Mittel ist das Alter der Kursteilnehmer:innen um 5.47 Jahre geringer als der Vergleichswert von 27.1
Jahren (n = 51, M = 21.63, 95%-KI [20.65, 22.61], SD = 3.49). Das mittlere Alter unterscheidet sich
(mit @ = .005) signifikant vom Vergleichswert, t(50) = -11.21, p < .001, Cohens d = 1.57, 95%-KI

[1.15, 1.98]. Gemé&R Cohens Heuristik (1988) handelt es sich um einen groRen Effekt.

Die Voraussetzungen fir einen Einstichproben t-Test sind erfillt: (i) es handelt sich um eine
intervallskalierte Variable, (ii) die Stichprobe ist hinreichend groR (n > 30), (iii) die Varianz des Alters
von Studierenden in Osterreich (sowie von Kursteilnehmer:innen) ist unbekannt und muss mittels der

Stichprobe geschétzt werden.

Beispiel 4.8

Im Mittel betrdagt die Reaktionszeitverzogerung bei den 42 Versuchspersonen M = 55.47 ms (SD =
22.02) und Uberschreitet (mit & = .05) den Wert von 50 ms nicht signifikant, t(41) = 1.61, p = 0.058
(gerichtete Hypothese). Als Effektstarke ergibt sich Cohens d = 0.25, was gemaR Cohens Heuristik

(1988) einem kleinen Effekt entspricht.
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Beispiel 4.9
(a) Siehe Abbildung L.11.

(b) Siehe Abbildung L.12.

ity G*Power 3197 — e
File Edit View Tests Calculator Help
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Tail(s) One W Noncentrality parameter & 29291837
Determine == Effect size d 0.1 Critical t 1.2825402
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X-Y plot for a range of values Calculate

Abbildung L.11. Lésung Beispiel 4.9(a).
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fit, G*Power 3.1.9.7 — *
File Edit Wiew Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

critical t =1.30254

-
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Test family Statistical test

t tests s Means: Difference from constant (one sample case) s

Type of power analysis

Paost hoc: Compute achieved power - given o, sample size, and effect size e
Input Parameters Output Parameters
Tail{s) One e MNoncentrality parameter & 0.6480741
Determine =2 Effect size d o1 Critical t 1.3025434
o err prob o1 D 41
Total sample size 42 Power (1-B err prob) 0.26109439

X-Y plot for a range of values Calculate

Abbildung L.12. Lésung Beispiel 4.9(b).

Beispiel 4.10

Die mittlere Qualitat der n = 10 Hopfenproben betrdgt M = 61.70 (SD = 11.15) und liegt (mit a = .005)
signifikant ber dem Testwert von 50, t(9) = 3.32, p = .004 (gerichtete Hypothese). Geméal: Cohens
Heuristik (1988) handelt es sich mit Cohens d = 1.05 um einen grof3en Effekt. Das Signifikanzniveau
wurde zu .005 gewdhlt, da hier ein Fall der Qualitatssicherung vorliegt und wir uns daher vor allem

gegen den Fehler 1. Art absichern und die false detection rate (FDR) geringhalten méchten.
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Beispiel 4.11

Die Stichprobe muss 217 Personen umfassen.

fity GPower3.1.97 —
File Edit WView Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses
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Test family Statistical test
t tests e Means: Difference from constant (one sample case) e
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size e
Input Parameters Output Parameters
Tail(s) Two w Noncentrality parameter & 3.6827300
Determine == Effect size d 0.23 Critical t 28361595
o err prob 0.00% Df 216
Power (1-B err prob) 0.8 Tatal sample size 217
Actual power 0.8001235

Calculate

XY plot for a range of values

Abbildung L.13. Verlangter Screenshot fiir Beispiel 4.11.

Beispiel 4.14
Die Voraussetzungen fur den Einstichproben-t-Test sind: (i) die Populationsvarianz der untersuchten
Variable ist nicht bekannt, sondern muss mittels der Stichprobe geschatzt werden; (ii) die untersuchte

Variable ist mindestens intervallskaliert; (iii) die untersuchte Variable kann durch eine normalverteilte
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Zufallsvariable approximiert werden oder es handelt sich um eine hinreichend groRe Stichprobe, dass
die Stichprobenkennwerteverteilung des Mittelwerts hinreichend gut durch eine Normalverteilung

angendhert werden kann.

Ob Voraussetzung (i) gegeben ist, hdngt vom Doménenwissen des:der Forschers:Forscherin ab,
der:die die jeweilige Fragestellung untersucht. Geht es beispielsweise um den 1Q der
Allgemeinbevolkerung, dann ist die Varianz per Definition des 1Qs bekannt. Bei den meisten anderen
psychologischen Konstrukten ist hingegen davon auszugehen, dass die Populationsvarianz kaum
bekannt sein dirfte. Die Giltigkeit von Voraussetzung (ii) hangt vom Untersuchungsdesign, insbes. von
der Operationalisierung des entsprechenden psychologischen Konstrukts ab: Kann das Konstrukt durch
eine metrische Variable beschrieben werden? Die Giiltigkeit von Voraussetzung (iii) l&sst sich, sofern
sie nicht aus fundierter Theorie abgeleitet werden kann (etwa aus der Tatsache, dass sich Abweichungen
vom Populationsmittelwert durch Summation sehr vieler kleiner, aber im Einzelfall unbekannter
Abweichungen ergeben, siehe z.B. McElreath, 2020, S. 72-74), nur begrenzt mit statistischen Verfahren
legitimieren. Dazu wird in der Praxis (jedenfalls zum jetzigen Zeitpunkt, d.h., September, 2025) nach
wie vor auf Tests wie den Kolmogorov-Smirnov- oder den Shapiro-Wilk-Test zurtickgegriffen. Bei
beiden Tests handelt es sich um Signifikanztests, die die Gleichheit einer Teststatistik mit einem fir eine
normalverteilte Zufallsvariable tblichen Wert testen. D.h., die Argumentation ist prinzipiell dieselbe,
die wir flr das Testen eines Populationsmittelwerts kennengelernt haben: ergibt sich eine Teststatistik,
die so extrem ist (d.h., so grof3 oder so klein), dass sie sich bei Ziehung einer einfachen Zufallsstichprobe
aus einer entsprechenden Referenzverteilung (hier: Normalverteilung) nur selten ergeben wiirde, dann
ist dies ein Indikator dafiir, dass eventuell die Annahme der Referenzverteilung (hier: Normalverteilung)
keine brauchbare Annahme darstellt und sie in diesem Fall abgelehnt wiirde. Dieses weit verbreitete
Vorgehen ist allerdings nicht unproblematisch. Gerade bei kleinen Stichproben ergibt sich haufig keine
signifikante Abweichung der entsprechenden Teststatistik vom Vergleichswert, auch wenn eigentlich
keine Normalverteilung gegeben ist. Dies hat den Grund, dass bei kleinen Stichproben die Teststarke
der Verfahren nicht grof? genug ist, dass sich verlasslich (d.h., in einer angemessenen Anzahl der Falle)
eine signifikante Abweichung ergibt. Bei groRen Stichproben ergibt sich hingegen sehr schnell eine

signifikante Abweichung, ist dort aber grundsatzlich uninteressant, da bei gro3en Stichproben ohnehin
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die Stichprobenkennwerteverteilung des Mittelwerts aufgrund des zentralen Grenzwerttheorems
hinreichend gut durch eine Normalverteilung approximiert werden kann. Andere Verfahren, wie die in
Kapitel 3 beschriebene Inspektion von Schiefe und Wo6lbung haben prinzipiell dasselbe Problem: dort,
wo wir die Glltigkeit der Voraussetzung am ehesten brauchen, kénnen wir uns v.a. im Falle eines nicht-
signifikanten Ergebnisses nicht auf das Ergebnis der Voraussetzungspriifung verlassen. Zudem besagt
ein nicht-signifikantes Ergebnis bei jeder Stichprobengrdfie niemals die Gleichheit eines Parameterwerts
mit einem bestimmten Referenzwert, sondern lediglich, dass diese Gleichheit nicht mit einer bestimmten
Irrtumswahrscheinlichkeit (d.h., a) ausgeschlossen werden kann. VVoraussetzung (iii) bezieht sich aber
in der Tat auf die Gleichheit der Verteilung der untersuchten Variable mit einer Normalverteilung
(jedenfalls der Form nach). Um sich daher gegen Fehler erster Art abzusichern, wird daher in der Praxis
v.a. bei kleinen Stichproben schon bei leichten Indizien flir die Ungltigkeit dieser Voraussetzung auf

Verfahren zuriickgegriffen, die diese VVoraussetzung nicht haben.

Welche Konsequenzen hat es, wenn die Voraussetzungen nicht erflllt sind? Wenn
Voraussetzung (i) nicht erfallt ist, ist im Allgemeinen die Teststarke geringer, da anstelle des t-Tests ein
z-Test gerechnet werden koénnte (siehe z.B. Biihner & Ziegler, 2017) und der kritische z-Wert kleiner
ist als der kritische t-Wert (fur alle Stichprobenumfange und Irrtumswahrscheinlichkeiten). Falls
Voraussetzung (ii) nicht erflllt ist, ist die gesamte Ableitung der Teststatistik T in Kapitel 4 nicht
anwendbar, und es lasst sich nicht sagen, wie sich das auf Irrtumswahrscheinlichkeit und Teststarke
auswirkt. Ist VVoraussetzung (iii) nicht erfallt, so folgt die Teststatistik T keiner t-Verteilung mit n-1
Freiheitsgraden. D.h., man weil3 i.A. nicht wie hdufig man eine so extreme oder extremere Teststatistik
wie in der Stichprobe unter Gultigkeit der Nullhypothese erhalten wiirde. Das bedeutet der wahre p-
Wert kann ein ganz anderer Wert sein als der Wert, den man unter Annahme der Gultigkeit der
Voraussetzung erhélt. D.h. auch, dass der Vergleich jenes unter einer falschen Annahme erhaltenen p-
Werts mit einer bestimmten vorab festgelegten Irrtumswahrscheinlichkeit nichts bringt, da ja der wahre
p-Wert ein vollig anderer Wert sein kann. Das ganze Argument des Nullhypothesensignifikanztestens
bricht in sich zusammen. Man kann strenggenommen keine der Aussagen mehr machen, die man
uberhaupt mit dem Verfahren machen kann. In der Praxis ist es allerdings so, dass sich ab einer

hinreichend grofien StichprobengroRe die Kennwerteverteilung des Mittelwerts hinreichend gut durch
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eine Normalverteilung approximieren l&sst, und daher die Teststatistik T in guter Naherung der
entsprechenden t-Verteilung folgt. Fur Variablen, die sich gut durch symmetrische Verteilungen mit
schmalen Réandern beschreiben lassen, ist das in guter Naherung ab einigen wenigen 10 (z.B. 30)
Messwerten der Fall. Fir Variablen, die hingegen nur durch sehr schiefe Verteilungen mit breiten
Réndern gut beschrieben werden konnen, kdnnen hingegen einige hundert Messwerte nétig sein, um
von einer hinreichend guten Naherung der Teststatistik T durch eine Normalverteilung ausgehen zu
kénnen. Wichtig bleibt dabei immer, dass die Messwerte alle durch dieselbe Verteilung und unabhéangig
voneinander beschreibbar sein sollten (auch wenn sich beide dieser VVoraussetzungen fir allgemeinere

Formulierungen des zentralen Grenzwerttheorems etwas relaxieren lassen).

Ein alternatives Verfahren, das neben dem in Kapitel 4 bereits angesprochenen Bootstrap-
Verfahren zumindest Erwahnung finden sollte, wenn es lediglich darum geht zu untersuchen, ob ein
Populationsmittelwert groRer oder Kleiner als ein bestimmter Referenzwert ist, ist der sog.
Vorzeichentest. Besteht zwischen dem Populationsmittelwert und dem Referenzwert in der Tat kein
Unterschied, so sollten sich bei zufélliger Ziehung einzelner Personen aus der Population flr deren
Messwerte im Mittel gleich viele unter dem Referenzwert wie (iber dem Referenzwert befinden. Weicht
das Verhdaltnis stark in eine Richtung ab, so spricht das gegen die Gleichheit mit dem Referenzwert.

Eine detaillierte Beschreibung des Verfahrens findet sich bei Wilcox (2017, S. 364-365).
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Losungen der Ubungsaufgaben zu Kapitel 5
Beispiel 5.1

Richtig: (a), (d). Falsch: (b), (c).

Beispiel 5.2

Richtig: (a), (c). Falsch: (b), (d).

Beispiel 5.3

Richtig: (d). Falsch: (a), (b), (c).

Beispiel 5.4
Die Fragestellung wird mit einem t-Test fiir abh&ngige Stichproben untersucht, da alle Voraussetzungen
fiir diesen erfillt sind (n > 30; gemessene Variablen sind intervallskaliert; Varianz der Differenzvariable

nicht bekannt).

Mittelwert und Standardabweichung fiir die BDI-Werte der n = 67 Patient:innen betragen zu
Zeitpunkt 1 My = 14.36 und SD; = 9.71, und zu Zeitpunkt 2 M, =5.78 und SD, = 3.70. Mit einer mittleren
Differenz von 8.58 Punkten zwischen den beiden Messzeitpunkten haben die BDI-Werte der
Patient:innen signifikant abgenommen, t(66) = 7.64, p < .001 (gerichtete Hypothese), Cohens d = 0.93.

Der Unterschied entspricht gemaR Cohens Heuristik (1988) einem groRRen Effekt.

Beispiel 5.5

Bei dem passenden Test fur diese Fragestellung handelt es sich um einen t-Test fir abhéngige
Stichproben, da jedes der beiden Items von jedem Studierenden beantwortet wurde und somit zwischen
den Antworten eine Abhangigkeit besteht (2 Messwerte fiir jede Person). Dies zeigt sich auch in der

erheblichen Korrelation zwischen den beiden Items von r = 0.64.

Mittelwert und Standardabweichung der N = 50 Studierenden fir die Zustimmung zur Aussage
“Ich hasse Statistik” (auf einer Skala von 1 bis 5) betragen M1 = 2.22 und SD1 = 1.03. Der Aussage “Ich
habe Angst vor der nachsten Statistikpriifung” stimmen die Studierenden hingegen im Mittel mehr zu,

mit M, = 2.94 mit Standardabweichung SD, = 1.17 zu.
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Mit einer mittleren Differenz von 0.73 unterscheiden sich die beiden Mittelwerte (mit a = .005)
signifikant, t(50) = 5.51, p <.001 (ungerichtete Hypothese), Cohens d = 0.77. Geméal Cohens Heuristik

(1988) handelt es sich um einen mittleren Effekt.

Beispiel 5.6

Da in diesem Fall mit nur 14 mannlichen Teilnehmern keine hinreichend grofRe Stichprobe vorliegt,
wurde die Normalverteilungsvoraussetzung geprift. Weder der Kolmogorov-Smirnov- noch der
Shapiro-Wilk-Test waren signifikant, noch wichen Schiefe und Wolbung mehr als zwei Standardfehler
von den Werten flir eine Normalverteilung ab. Zudem ergab auch die Inspektion des Q-Q-Plots keine
Auffalligkeiten. Daher wird von einer Vertraglichkeit mit der Normalverteilungsvoraussetzung

ausgegangen.

Mittelwert und Standardabweichung fiir die KérpergroRe der n = 37 weiblichen Studierenden
betragen M = 166.84 cm und SD = 7.57 cm. Mittelwert und Standardabweichung fiir die Kdrpergroie

der n = 14 ménnlichen Studierenden betragen hingegen M = 181.29 cm und SD = 5.99 cm.

Mit einer Differenz von 14.45 cm zwischen den beiden Mittelwerten sind die mannlichen
Studierenden der gerichteten Hypothese entsprechend im Mittel (mit & = 0.005) signifikant groRer als
die weiblichen Studierenden, t(29.56) = 7.12, p < .001, Cohens d = 2.01. GemaR Cohens Heuristik

(1988) handelt es sich um einen grof3en Effekt.

Beispiel 5.7

Als Variable zur Operationalisierung der GrofRe der FlRe wird die Schuhgréfe gewéhlt. D.h. das
Merkmal, das uns eigentlich interessiert, ist die Groe der FuBe. Die Variable, mit der wir dieses
Merkmal quantifizieren (d.h. in Zahlen fassen), ist die Schuhgroie, da bekanntlich groRere FiilRe mit

einer groReren Schuhgrolie einhergehen.

Mittelwert und Standardabweichung fiir die Schuhgréf3e der n = 37 weiblichen Studierenden
betragen M = 38.53 und SD = 1.33. Mittelwert und Standardabweichung fiir die SchuhgrdRe der n = 14

ménnlichen Studierenden betragen hingegen M = 43.36 und SD = 1.65.
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Mit einer Differenz von 4.83 zwischen den beiden Mittelwerten haben die mannlichen
Studierenden der gerichteten Hypothese entsprechend im Mittel (mit « = 0.005) signifikant grofere
FiRe als die weiblichen Studierenden, t(19.81) = 9.83, p < .001, Cohens d = 3.40. GemaR Cohens

Heuristik (1988) handelt es sich um einen groRen Effekt.

Beispiel 5.8
Die Variable SchuhgrofRe ist intervallskaliert und die Varianzen der SchuhgroRe in den beiden
Populationen sind nicht bekannt. Diese beiden VVoraussetzungen sind also erfllt. Levenes Test ist nicht

signifikant, d.h. es kénnte auch die Durchflihrung eines Studentschen t-Tests gerechtfertigt werden.

Allerdings scheint die Normalverteilungsvoraussetzung fiir die SchuhgréfRen der ménnlichen
Studierenden verletzt zu sein. Sowohl Schiefe (= 1.74, SE = 0.60) als auch Wélbung (= 4.67, SE = 1.15)
weichen mehr als zwei Standardabweichungen von den Werten fur eine Normalverteilung ab. Auch der
Kolmogorov-Smirnov-Test (p = .001) sowie der Shapiro-Wilk-Test (p = .007) sind (mit a = .05)
signifikant. Fur die Q-Q-Plots sind schlichtweg zu wenige Datenpunkte vorhanden fir ein

aussagekraftiges Ergebnis.

In diesem Fall wirde es sich also anbieten, die Ergebnisse auch mit einem robusteren Verfahren
(gegen Verletzung der Normalverteilungsvoraussetzung) zu Uberprifen. Dafir kann beispielsweise ein
Mann-Whitney Test durchgefiihrt werden. Um einen solchen Test mit SPSS durchzufiihren ist unter
Analyze >> Nonparametric Tests >> Legacy Dialogs >> Two-Independent-Samples Tests die
Schuhgrofe im Feld ,,Test Variable List* einzufiigen und das Geschlecht wiederum als ,,Grouping
Variable®, worauthin noch die beiden Gruppen unter ,,Define Groups...“ zu definieren sind. Danach
konnen die entsprechenden Kommandozeilen mittels ,,Paste wieder in die Syntax eingefiigt und dort
ausgefiihrt werden. In der Ausgabe kann in der Tabelle ,, Test Statistics* unter ,,Asymp. Sig. (2-tailed)*
eingesehen werden, dass auch in diesem Fall ein signifikanter Unterschied fiir die Schuhgréfien
weiblicher und méannlicher Studierender erhalten wird. Eine weitere Méglichkeit wére die Anforderung
eines Bootstrap Tests mit mindestens 1000 Bootstrap-Stichproben unter Analyze >> Compare Means

and Proportions >> Independent-Samples T Test... durch Auswéhlen von ,,Perform bootstrapping™ im

Mendi ,,Bootstrap...*.
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Beispiel 5.9
Unter Annahme gleich vieler Testpersonen in Experimental- und Plazebogruppe muss die

Gesamtstichprobe 1172 Personen umfassen, siehe Abbildung L.14.

fie, G*Power 3.1.9.7 — b4
File Edit View Tests Calculator Help

Central and noncentral distributions  pProtocol of power analyses

critical t =2.38004
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’ \
! \
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0 : T . ' ' r = ; r h ; . — .
-3 -2 -1 0 1 2 3 4 5
Test family Statistical test
ttests e Means: Difference between two independent means (two groups) ~
Type of power analysis
A priori: Compute required sample size - given x, power, and effect size ~
Input Parameters QOutput Parameters
Tail(s) One - Noncentrality parameter & 34234486
Determine == Effect size d 0.2 Critical t 258003739
o err prob 0.003 Df -
Power (1-B err prob) 0.8 Sample size group 1 586
Allocation ratio N2 /N1 1 Sample size group 2 586
Total sample size 1172
Actual power 0.8003199

X-Y plot for a range of values Calculate

Abbildung L.14. Losung fur Beispiel 5.9.
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Beispiel 5.10

Es werden mindestens 17 Personen bendtigt, siehe Abbildung L.15.

fte, G*Power 3.1.9.7 — ®
File Edit WView Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

critical t =2.92078

Test family Statistical test

T tests e Means: Difference between two dependent means (matched pairs) ~

Type of power analysis

A priori: Compute required sample size - given x, power, and effect size ~
Input Parameters QOutput Parameters

Tail(s) One e Moncentrality parameter & 3.9169503

Determine = Effect size dz 0.95 Critical t 29207816

o err prob 0.005 Df 16

Power (1-5 err prob) 0.80 Total sample size 17

Actual power 08231182

X-Y plot for a range of values Calculate

Abbildung L.15. Ldsung fur Beispiel 5.10.
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Beispiel 5.11
Das mittlere Angstniveau unterscheidet sich (mit @ = .05) nicht signifikant zwischen Gruppe 1 (M =
5.22, SD =1.06, n = 60) und Gruppe 2 (M =5.66, SD = 0.98, n = 30), t(62.28) = 1.94, p = 0.057, Cohens

d =0.42. GeméaR Cohens Heuristik (1988) handelt es sich um einen kleinen Effekt.

Beispiel 5.12
Das mittlere Depressionshiveau unterscheidet sich (mit @ = .005) nicht signifikant zwischen Gruppe 1
(M =4.91, SD =1.05, n =70) und Gruppe 2 (M =5.25, SD = 0.78, n = 30), t(72.97) = -1.81, p = .074,

Cohens d = 0.35. GeméalR Cohens Heuristik (1988) handelt es sich um einen kleinen Effekt.

Beispiel 5.13
Die Konzentrationsfahigkeit nach der Intervention (M = 56.30, SD = 29.33) ist (mit a = .04) signifikant
hoher als die Konzentrationsféhigkeit vor der Intervention (M = 49.88, SD = 14.86), t(72) = -1.94,p =

.028, Cohens d = 0.23. GemaR Cohens Heuristik (1988) handelt es sich um einen kleinen Effekt.

Beispiel 5.14

Zur Beantwortung der Fragestellung wurde ein t-Test fiir abhangige Stichproben durchgefuhrt. Dieser
ergibt, dass sich die Fahigkeit zur mentalen Rotation zu Zeitpunkt 1 (M =51.00, SD = 9.80) statistisch
signifikant von der Fahigkeit zur mentalen Rotation zu Zeitpunkt 2 (M =57.30, SD =12.91)
unterscheidet, t(92) = 6.84, p < .001, Cohens d = 0.70. Gemé&l Cohens Heuristik (1988) handelt es sich

um einen mittleren Effekt.

Beispiel 5.15

Der Mittelwert der Gruppe ,,Schrift (M = 49.60, SD = 9.52) féllt niedriger aus als der Mittelwert der
Gruppe ,,Sprache (M =65.01, SD=9.27). Zur Uberpriifung der statistischen Signifikanz des
Unterschieds der Mittelwerte wurde ein t-Test flir unabhangige Stichproben durchgefihrt. Mit einem
Unterschied von 15.41 Punkten im Testergebnis unterscheiden sich die Gruppen ,,Schrift“ und
,»Sprache* statistisch signifikant voneinander, t(169.88) = 10.75, p <.001, Cohens d = 1.63. GemalR

Cohens Heuristik (1988) handelt es sich um einen groRen Effekt.
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Beispiel 5.16

(@) Die 119 Personen mit Burnout (M = 61.48, SD = 12.82) erleben im Mittel mehr Stress am
Arbeitsplatz als die 348 Personen ohne Burnout (M = 53.36, SD = 12.16). Der Unterschied der
beiden Mittelwerte von 8.13 ist (mit a = .005) signifikant, t(465) = -6.21, p <.001, Cohens d =
0.66. GeméalR Cohens Heuristik (1988) handelt es sich um einen mittleren Effekt.

(b) Die Angestellten der Firma erleben weniger Stress am Arbeitsplatz (M = 55.43, SD = 12.82) als
in ihrem Privatleben (M = 61.91, SD = 14.74). Der Unterschied von 6.48 ist (mit @ = .005)
statistisch signifikant, t(466) = 6.59, p <.001, Cohens d = 0.31. GeméaR Cohens Heuristik (1988)

handelt es sich um einen kleinen Effekt.

Beispiel 5.17

Es wurde ein t-Test fir abhéngige Stichproben durchgefiihrt. Die Schmerzintensitat nach Einnahme des
Medikaments (M = 4.73, SD = 1.80) ist im Mittel fur die n = 200 Personen (mit a = .005) signifikant
geringer als die Schmerzintensitat vor der Einnahme (M = 4.94, SD = 1.41), t(199) = 2.84, p = .003
(gerichtet), Cohens d = 0.20. GemalR Cohen (1988) handelt es sich um einen kleinen Effekt. Die
Einnahme des Medikaments scheint die Schmerzen zwar im Mittel tatsachlich ein wenig zu lindern, der

Effekt ist allerdings nicht sehr stark.

Beispiel 5.18

Um die Fragestellung zu untersuchen wurde ein t-Test fur unabhé&ngige Stichproben durchgefihrt. Die
Bewertung des Dreigangemends fiel im Mittel (mit @ = .005) signifikant hoher in der Personengruppe
aus, die Zitronensaft zu trinken bekam (M = 5.85, SD = 2.12, n = 75), als in der Gruppe, die Wasser zu
trinken bekam (M = 4.81, SD = 2.13, n = 75), t(148) = 2.98, p = .002 (gerichtet), Cohens d = 0.49.

GemaR Cohen (1988) handelt es sich um einen kleinen Effekt.

Beispiel 5.19

Die Lernmotivation der n = 59 Schuler:innen vor der Aktivierungsiibung (M = 1.95, SD = 0.35) ist im
Mittel niedriger als die Lernmotivation nach der Aktivierungsiubung (M = 2.15, SD = 0.36). Ein t-Test
fiir abhangige Stichproben ergibt, dass die Lernmotivation nach der Ubung (mit a = .005) signifikant

hoher ist als vor der Ubung, t(58) = 2.82, p = .003 (gerichtet), Cohens d = 0.37. GemaR Cohen (1988)
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handelt es sich um einen kleinen Effekt. Die kurze Aktivierungsiibung scheint sich also durchaus leicht

positiv auf die Lernmotivation auszuwirken.

Beispiel 5.20

Das allgemeine Entspannungsniveau der n = 60 Klient:innen vor der Atemiibung (M = 1.95, SD = 0.35)
ist im Mittel niedriger als das Entspannungsniveau nach der Atemiibung (M = 2.24, SD = 0.41). Ein t-
Test fiir abhangige Stichproben ergibt, dass das Entspannungsniveau nach der Ubung (mit « = .005)
signifikant hoher ist als vor der Ubung, t(59) = 3.67, p < .001 (gerichtet), Cohens d = 0.47. GemaR
Cohen (1988) handelt es sich um einen kleinen Effekt. Die kurze Atemibung scheint sich also durchaus

leicht positiv auf das Entspannungsniveau auszuwirken.

Beispiel 5.21

Die Gesamtstichprobe muss 242 Personen umfassen.

L
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¥X-Y plot for a range of values

Abbildung L.16. Verlangter Screenshot fiir Beispiel 5.21.
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Beispiel 5.22

Die Gesamtstichprobe muss 338 Personen umfassen.

fiy, G*Power 2197 — *
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Actual power 0.BO18769

X-Y plot for a range of values

Abbildung L.17. Verlangter Screenshot fir Beispiel 5.22.
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Beispiel 5.23

Die Stichprobe muss 337 Personen umfassen.

fie G*Power 3.1.9.7 — b4
File Edit VYiew Tests Calculator Help
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X-Y plot for a range of values Calculate

Abbildung L.18. Verlangter Screenshot fiir Beispiel 5.23.
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Losungen der Ubungsaufgaben zu Kapitel 6

Beispiel 6.1

Richtig: (b), (c). Falsch: (a), (d).

Beispiel 6.2

Richtig: (b), (d). Falsch: (a), (c).

Beispiel 6.3

Richtig: (a), (d). Falsch: (b), (c).

Beispiel 6.4

Nr. | Aussage R/F

1) GemaR Cohens Heuristik (1988) wird ein n? = 0.4 als kleiner Effekt bezeichnet F

2) Eine Effektstarke fiir die einfaktorielle ANOVA heift f und kann aus n? berechnet | R
werden kann. Diese Berechnung kann auch in G*Power durchgefiihrt werden.

3) Fishers least-significant-difference (LSD) Test hat flir den Fall einer einfaktoriellen | R
Varianzanalyse ohne Messwiederholung fur drei Gruppen eine héhere Teststarke
als Tukeys honestly-significant-difference (HSD) Test und ist diesem daher
vorzuziehen.

4) Falls die VVoraussetzung der Varianzhomogenitat nicht erfillt ist, kann anstelle einer | R
einfaktoriellen Varianzanalyse ohne Messwiederholung eine Varianzanalyse nach
Welch gerechnet werden.

5) Die Voraussetzung der Normalverteilung der AV ist wichtiger als die | F
Voraussetzung der Varianzgleichheit fur einfaktorielle Varianzanalysen ohne
Messwiederholung.

6) Bei n? zwischen 0.5 und 0.8 spricht man geméafR Cohens Heuristik (1988) von einem | F

mittleren Effekt.
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Beispiel 6.5

Die 14 méannlichen Ubungsteilnehmer (M = 181.29 cm, SD = 5.99 cm) sind im Mittel groRer als
weibliche Ubungsteilnehmerinnen (M = 166.84 cm, SD = 7.57 cm). Levenes Test zur Priifung der
Voraussetzung der Varianzhomogenitat war nicht signifikant (p = .268). Der Gréfenunterschied ist
statistisch signifikant, F(1,49) = 41.03, p < .001, und entspricht mit n? = .46 gemaR Cohens Heuristik

(1988) einem grofRen Effekt.

Beispiel 6.6

Der Mittelwert der Gruppe ,,Schrift (M =49.60, SD = 9.52, n = 86) féllt niedriger aus als der Mittelwert
der Gruppe ,,Sprache* (M = 65.01, SD = 9.27, n = 86). Zur Uberpriifung der statistischen Signifikanz
des Unterschieds der Mittelwerte wurde eine Varianzanalyse ohne Messwiederholung durchgefihrt.
Levenes Test zur Uberpriifung der Varianzhomogenitit war nicht signifikant (p = 0.870). Die beiden
Gruppen ,,Schrift” und ,,Sprache® unterscheiden sich statistisch signifikant voneinander, F(1,170) =

115.62, p < .001, n? = .41. Der Effekt entspricht gemaR Cohens Heuristik (1988) einem groRen Effekt.

Beispiel 6.7

Fur insgesamt 1557 Personen, d.h. 519 pro Gruppe, siehe Abbildung L.19.

Beispiel 6.8
Fir die Abneigungen gegenlber Statistikpriifungen (Skala 0-10) ergeben sich fir die drei verglichenen
Lieblingshauptfacher Deutsch, Englisch und Mathematik folgende Mittelwerte, Standardabweichungen

sowie StichprobengréRen:

Hauptfach M SD n

Deutsch 3.91 151 11
Englisch 5.04 1.93 25
Mathematik 3.27 1.58 15

Levenes Test fiir die Gleichheit der Varianzen war nicht signifikant (p = .945). Die Unterschiede
zwischen den Mittelwerten der drei entsprechenden Gruppen von Studierenden sind statistisch

signifikant, F(2,48) = 5.13, p = .010. Damit ist die Abneigung gegeniber Statistikpriifungen in diesem
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Sinne abhéngig vom Lieblingsfach in der Schule. Mitn? = .18 zeigt sich gemaR Cohens Heuristik (1988)

ein grofRer Effekt des Lieblingsfachs auf die Abneigung.

Paarweise Vergleiche mittels Fishers LSD Test ergeben einen signifikanten Unterschied zwischen den
Mittelwerten flr Studierende mit dem Lieblingsfach Englisch und den Mittelwerten fur Studierende mit
dem Lieblingsfach Mathematik, p = .003. Die verbleibenden beiden paarweisen Unterschiede sind nicht
statistisch signifikant (p = .080 furr den Vergleich zwischen Deutsch und Englisch, p = .359 fiir den

Vergleich zwischen Deutsch und Mathematik).

o
File Edit View Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses
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Test family Statistical test
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X-Y plot for a range of values Calculate

Abbildung L.19. Ldsung fir Beispiel 6.7.
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Beispiel 6.9

Deskriptive Statistiken sind in der Tabelle in der Lsung zu Beispiel 6.8 zu finden.

Entsprechend unserer Vermutungen ergab sich mit einem Unterschied von 1.21 (95%-KI [0.17,
2.24]) im Mittel eine signifikant hohere Abneigung gegen Statistikprifungen bei sprachaffinen
Studierenden als bei Mathematik-affinen, t(28.32) = 2.39, p = 0.012, Cohens d = 0.69. Zudem ergab
sich mit Unterschied von 1.13 (95%-KI [0.10, 2.36]) ebenfalls eine signifikant hohere Abneigung bei
Englisch-affinen als bei Deutsch-affinen Studierenden, t(24.20) = 1.89, p = 0.035, d = 0.65. Bei beiden

Effekten handelt es sich geméaR Cohens Heuristik (1988) um mittlere Effekte.

Beispiel 6.10

Die Gruppengrofen (n) sowie mittlere Anzahl an verkauften Alben (M) und deren
Standardabweichungen (SD) fur die drei Kategorien unterschiedlicher attraktiver Bands sind in der
folgenden Tabelle zusammengefasst:

Ergebnistabelle
Deskriptive Statistiken

Attraktivitét M SD n

,ugly* 161.14 75.67 70
»average™ 215.75 76.99 73
,beautiful* 203.68 80.04 57

Levenes Test zur Uberpriifung der Varianzhomogenitit war nicht signifikant (p = .871). Die
Unterschiede zwischen den Mittelwerten fur die drei Kategorien sind statistisch signifikant, F(2,197) =
9.62, p < .001. Mit n? = .09 zeigt sich gemaB Cohens Heuristik (1988) ein mittlerer Effekt der

Attraktivitat auf die mittleren Verkaufszahlen.

Paarweise Vergleiche gemdaR Fishers LSD-Test ergeben einen signifikanten Unterschied
zwischen den Mittelwerten flr hassliche Bands und fur durchschnittlich attraktive (p <.001) oder schdne
Bands (p = .002). Die mittleren Verkaufszahlen von durchschnittlichen attraktiven und schdnen Bands

unterscheiden sich nicht signifikant (p = .379).
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Beispiel 6.11

Die Ergebnisse der drei Methoden sind in Abbildung L.20 gegentibergestellt.

Multiple Comparisons

DependentYariable: Album Sales (Thousands)
95% Confidence Interval

(I) Attractiveness ofthe (J) Attractiveness of the Mean
Band Band Difference (-J)  Std. Error Sig. Lower Bound  Upper Bound
Tukey HSD  ugly average 5461 12.950 =001 -85.19 -24.03
beautiful -42.54" 13.811 .07 -75.16 -9.92
average ugly 5461 12.950 =001 24.03 8519
beautiful 12.07 13.683 652 -20.25 44,38
beautiful ugly 4254 13811 .0a7 9.92 7516
average -12.07 13.683 652 -44.38 20.25
LSD ugly average 5461 12.850 <001 -80.15 -29.07
heautiful 4254 13811 .0oz2 -69.78 -15.30
average ugly 5461 12.850 <001 28.07 8015
heautiful 12.07 13.683 379 -14.92 39.05
beautiful ugly 4254 13.811 002 15.30 69.78
average -12.07 13.683 379 -39.05 14.92
Bonferroni  ugly average 5461 12.950 =001 -85.88 -23.34
beautiful -42.54" 13.811 .07 -75.89 -918
average ugly 5461 12.950 =001 23.34 85.88
beautiful 12.07 13.683 1.000 -20.97 4511
beautiful ugly 42547 13.811 .07 919 75.89
average -12.07 13.683 1.000 -4511 20497

Based on observed means.
The errorterm is Mean Square(Error) = 58992 987,

* The mean difference is significant at the .05 level.

Abbildung L.20. Ergebnisse fir die drei verwendeten post-hoc Verfahren in Beispiel 6.11.

Man sieht: Fishers LSD-Test ergibt die kleinsten p-Werte und hat daher, da er die FWER im
Fall von drei Gruppen exakt kontrolliert die hochste Teststdarke von den drei Verfahren ohne Fehler 1.

Art zu erhéhen. Dies gilt allerdings nur, wenn es sich genau um den Vergleich von drei Gruppen handelt.

Man sieht auch, dass p-Werte bzw. Konfidenzintervalle bei Tukeys HSD-Test kleiner sind als

bei Bonferroni, d.h. hdhere Teststérke, da weniger konservativ (Bonferroni kontrolliert FWER zu stark).
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Beispiel 6.12

Korrektur Ergebnisbericht: Die Stichprobe umfasste insgesamt 200 Personen. Der erste Kontrast

verglich die beiden Therapien mit den beiden Kontrollbedingungen. Es zeigte sich, dass die beiden
Therapien zu weniger mehr Gewichtszunahme flihrten als die beiden Kontrollbedingungen (t(928-74
192.09) = 7.13, p < .001, d = 1.01; d.h. gemé&R Cohen (1988) ein groRer Effekt). Zwischen den beiden
Therapieformen gab es keinen einen signifikanten Unterschied zwischen den mittleren
Gewichtszunahmen fiir die KVT-Gruppe (M = 5.90, SD = 2:66 3.05) und die LKT-Gruppe (M = 4.52,
SD = 3:65 2.66; 1(96.19) = 2.40, p = .018, d = 0.47; d.h. gem&R Cohen (1988) ein grefter mittlerer Effekt).
Auch innerhalb der Kontrollbedingungen fand sich ein signifikanter Unterschied zwischen den mittleren
Gewichtszunahmen der TAU-Gruppe (M = 3.20, SD = 2.73) und der KB-Gruppe (M = 1.37, SD = 3.15;

t(96.06) = 3.12, p =020 .002, d = 0.63; d.h., ein mittlerer Effekt gemalR Cohen(1988)).

Beispiel 6.13
Um die Hypothese zu prufen, wurden entsprechende a-priori Kontraste definiert, um (a) die
Wirksamkeit der beiden Therapien mit der Kontrollbedingung zu vergleichen und (b) die Wirksamkeit

der beiden Therapien miteinander zu vergleichen.

Beziglich Hypothese (a) ergab ein t-Test nach Welch, dass beide Therapien (mit « = .005)
signifikant besser wirken als die Kontrollbedingung, t(82.16) = 4.86, p < .001 (gerichtet), Cohens d =

0.92. Gemé&l Cohen (1988) entspricht das einem groRen Effekt.

Bezuglich Hypothese (b) ergab ein t-Test nach Welch, dass die Verhaltenstherapie (mit a =
.005) nicht signifikant besser wirkt als die Psychoanalyse, t(77.23) = 0.87, p =.194 (gerichtet), Cohens
d = 0.20. Die Effektstarke betragt praziser d = 0.198, was gemall Cohen (1988) knapp keinem kleinen

Effekt entspricht.

Deskriptive  Statistiken fiir die Besserung der Symptomatik sind fur alle drei

Therapiebedingungen in Tabelle L.3 angegeben.
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Tabelle L.3
Mittelwerte und Standardabweichungen fiir die Besserung der Symptomatik fir die drei Bedingungen

(Beispiel 6.13)

Bedingung M SD n

Treatment as usual -1.80 13.34 40

Psychoanalyse 9.65 14.85 40

Verhaltenstherapie 12.40 13.43 40
Beispiel 6.14

Um die Hypothese zu prifen, wurde ein entsprechender a-priori Kontrast definiert, um den Unterschied
zwischen dem Mittelwert der Statistikangst von Absolvent:innen von Schulen mit Schwerpunkt
Naturwissenschaft und Technik mit dem Mittelwert der Statistikangst von Absolvent:innen beider
anderen Schultypen zusammen zu vergleichen. Ein t-Test nach Welch ergab, dass die Statistikangst von
Absolvent:innen von Schulen mit Schwerpunkt Naturwissenschaft und Technik (M = 5.82, SD = 1.58,
n = 75) entsprechend der Hypothese im Mittel (mit a = .005) signifikant niedriger ist als diejenige von
Absolvent:innen der beiden anderen Schultypen (fir Schwerpunkt Sprache: M = 6.44, SD =154, n =
100; fur Schwerpunkt Kunst und Design: M = 6.39, SD = 1.49, n = 50), t(141.81) = 2.66, p = .004
(gerichtet), Cohens d = 0.39. Geméal Cohen (1988) entspricht dies einem kleinen Effekt. Deskriptive

Statistiken fiir die Statistikangst sind fur alle Schultypen auch in Tabelle L.4 zusammengefasst.

Tabelle L.4

Mittelwerte und Standardabweichungen fiir die Statistikangst fur die drei Schultypen (Beispiel 6.14)

Schwerpunkt M SD n
Sprachen 6.44 1.54 100
Naturwissenschaft und 5.82 1.58 75
Technik

Kunst und Design 6.39 1.49 50
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Beispiel 6.15

Um die Hypothese zu priifen, wurden entsprechende a-priori Kontraste definiert. Ein t-Test nach Welch
ergab, dass die Statistikangst von Absolvent:innen von Schulen mit Schwerpunkt Naturwissenschaft
und Technik entsprechend Hypothese (i) im Mittel (mit & = .005) signifikant niedriger ist als diejenige
von Absolvent:innen der Schultypen mit Schwerpunkten Sprachen und Kunst und Design, t(141.81) =
2.66, p = .004 (gerichtet), Cohens d = 0.38. Gemal} Cohen (1988) entspricht dies einem kleinen Effekt.
Zudem ergab ein t-Test nach Welch, dass die Statistikangst von Absolvent:innen von Schulen mit
Schwerpunkt Sport sich entgegen Hypothese (ii) im Mittel (mit « = .005) nicht signifikant von der
Statistikangst von Absolvent:innen der Schultypen mit Schwerpunkten Sprachen und Kunst und Design
unterscheidet, t(138.44) = 2.69, p = .008 (ungerichtet), Cohens d = 0.39. Gemal} Cohen (1988) entspricht
dies einem kleinen Effekt. Deskriptive Statistiken fiir die Statistikangst sind flr alle Schultypen in

Tabelle L.5 zusammengefasst.

Tabelle L.5

Mittelwerte und Standardabweichungen fr die Statistikangst fur die drei Schultypen (Beispiel 6.15)

Schwerpunkt M SD n
Sprachen 6.44 1.54 100
Naturwissenschaft und 5.82 1.58 75
Technik

Kunst und Design 6.39 1.49 50
Sport 7.03 1.63 75
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Losungen der Ubungsaufgaben zu Kapitel 7

Beispiel 7.1

Sie unterscheiden sich nicht.

Beispiel 7.2
(i) Normalverteilung der AV in den einzelnen Populationen; (ii) Varianzgleichheit (auch als
Varianzhomogenitat bzw. Homoskedastizitat bezeichnet); (iii) Unabhéngigkeit der Beobachtungen bzw.

Messungen; (iv) Intervallskalenniveau der AV.

Beispiel 7.3

Richtig: (a)-(c). Falsch: (d).

Beispiel 7.4

Richtig: (b)-(d). Falsch: (a).

Beispiel 7.5
Es wurde eine zweifaktorielle VVarianzanalyse ohne Messwiederholung mit den Faktoren Geschlecht
(zwei Stufen) und dem Faktor Alkoholmenge (drei Stufen) durchgefiihrt. Levenes Test war nicht

signifikant (p > .05), daher wurde von Varianzhomogenitét ausgegangen.

Im Mittel waren die ausgewahlten Gesprachspartner:innen von Mannern und Frauen nicht
signifikant unterschiedlich attraktiv (F(1,42) = 2.03, p = .161, ,° = .05, d.h. kleiner Effekt gemaR Cohen
(1988)). Im Mittel unterscheidet sich die Attraktivitdt der ausgewahlten Gesprachspartner:innen
signifikant in Abhangigkeit der Menge getrunkenen Alkohols (F(2,42) = 20.07, p <.001, 5,2 = .49, d.h.
grolRer Effekt gemdaR Cohen (1988)). Zwischen Geschlecht und Alkoholmenge besteht zudem eine
signifikante Interaktion (F(2,42) = 11.91, p < .001, #,* = .36, d.h. groRer Effekt gemaR Cohen (1988)).
Zur weiteren Analyse paarweiser Mittelwertsunterschiede wurden post-hoc Tests mit einer Korrektur
der p-Werte fiir multiple Vergleiche gemaR Bonferroni durchgefuhrt. Im Folgenden werden lediglich

korrigierte p-Werte berichtet.

Fur die Menge getrunkenen Alkohols von 0 (p =.177) oder 2 (p = .342) Pint Bier unterschieden

sich die ausgewéhlten Gesprachspartner:innen in ihrer Attraktivitét nicht signifikant zwischen Ménnern
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und Frauen. Bei einer Menge getrunkenen Alkohols von 4 Pint Bier waren die ausgewahlten
Gesprachspartner:innen von Mannern jedoch signifikant weniger attraktiv als die ausgewéhlten

Gespréchspartner:innen von Frauen bei derselben Menge getrunkenen Alkohols (p <.001).

Zudem waren die Gesprachspartner:innen von Méannern bei 4 Pint Bier signifikant weniger
attraktiv als bei 2 oder O Pint Bier (jeweils p < .001). Bei 2 und 0 Pint Bier bestand kein signifikanter
Unterschied (p > .999). Gesprachspartner:innen von Frauen unterschieden sich fur keinen paarweisen
Vergleich signifikant in ihrer Attraktivitat (O und 2 Pint Bier: p > .999; 0 und 4 Pint Bier: p > .999; 2

und 4 Pint Bier: p =.836).

Punkt- und Intervallschdtzungen fir die Attraktivitdt der Gespréchspartner:innen in
Abhangigkeit vom Geschlecht der Studienteilnehmer:innen und der von ihnen getrunkenen Menge
Alkohols sind in Abbildung L.21 dargestellt. Mittelwerte, Standardabweichungen und Gruppengrofien
sind in Tabelle L.6 zusammengefasst.

Tabelle L.6
Deskriptive Statistiken

Geschlecht Alkoholmenge M SD n
Ménnlich 0 Pints 66.88 10.33 8
2 Pints 66.87 12.52 8
4 Pints 35.63 10.84 8
Weiblich 0 Pints 60.62 4.96 8
2 Pints 62.50 6.55 8
4 Pints 57.50 7.07 8
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Estimated Marginal Means of Attractiveness of Date
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Abbildung L.21. Punkt- und Intervallschatzungen der AV in Beispiel 7.5.
Beispiel 7.6

(a) UV1: Unterrichtsmethode, UV2: Unterrichtsfach. AV: Erzielte Punkte beim Wissenstest.
(b) Jeweils 2 Stufen. Bei UV1: Tafel vs. Powerpoint. Bei UV2: Geschichte vs. Mathematik.
(c) Mit der statistischen Testung der Interaktion und des Haupteffekts fiir das Unterrichtsfach.

(d) Siehe unten.

Ergebnisbericht: Es wurde eine zweifaktorielle Varianzanalyse ohne Messwiederholung mit den
Faktoren Unterrichtsmethode (zwei Stufen: Tafel vs. Powerpoint) und Unterrichtsfach (zwei Stufen:
Geschichte vs. Mathematik) durchgefiihrt. Levenes Test war nicht signifikant (p > .05), daher wurde

von Varianzhomogenitét ausgegangen.

Im Mittel waren die erzielten Punkte beim Wissenstest fur die beiden Unterrichtsmethoden (mit
a = .005) nicht signifikant unterschiedlich (F(1,176) = 0.31, p = .581, #,°> < .01). Im Mittel waren die
erzielten Punkte beim Wissenstest auch fir die beiden Unterrichtsfacher (mit a = .005) nicht signifikant
unterschiedlich (F(1,176) = 3.25, p = .073, #,° = .02, d.h. kleiner Effekt gemaR Cohen (1988)).
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Allerdings ergab sich (mit « = .005) eine signifikante Interaktion zwischen Unterrichtsfach und
Methode, F(1,176) = 74.41, p <.001, 5,2 = .30, was einem groRen Effekt gemaR Cohens Heuristik (1988)
entspricht. Zur weiteren Analyse paarweiser Mittelwertsunterschiede wurden post-hoc Tests mit einer
Korrektur der p-Werte flir multiple Vergleiche gemaf Bonferroni durchgefiihrt. Im Folgenden werden

lediglich korrigierte p-Werte berichtet.

Wahrend Schiiler:innen im Geschichtsunterricht signifikant mehr mit der Methode Powerpoint
lernen als mit der Methode Tafel (p < .001), ist es im Mathematikunterricht gerade umgekehrt: dort
lernen Schiiler:innen signifikant mehr mit der Methode Tafel als mit der Methode Powerpoint (p <.001).
Auch innerhalb der beiden Methoden gibt es signifikante Unterschiede zwischen den beiden
Unterrichtsfachern. Mit der Methode Tafel lernen Schiiler:innen signifikant mehr in Mathematik als in
Geschichte (p < .001). Mit der Methode Powerpoint ist es wiederum gerade umgekehrt: mit dieser
Methode lernen Schiiler:innen signifikant mehr in Geschichte als in Mathematik (p < .001). Dabei
scheint der Unterschied zwischen den Fachern (deskriptiv) ausgepragter fiir die Methode Tafel
(Punktschatzung fir Betrag der Mittelwertsdifferenz: 39.16 mit plausiblen Werten gemafl 95%-KI
[28.68, 49.64]; Konfidenzniveau korrigiert gemall Bonferroni) als fir die Methode Powerpoint
(Punktschatzung flr Betrag der Mittelwertsdifferenz: 25.62 mit plausiblen Werten gemal} 95%-KI
[15.14, 36.10]; Konfidenzniveau korrigiert gemaR Bonferroni). Die deutliche Uberlappung der 95%-KI
zeigt aber auch an, dass die Gleichheit dieser Mittelwertsdifferenz fiir die beiden Methoden nicht mit

hoher Konfidenz ausgeschlossen werden kann.

Punkt- und Intervallschatzungen fir die erzielten Punkte beim Wissenstest in Abhangigkeit von
Unterrichtsfach und -methode sind in Abbildung L.22 dargestellt. Mittelwerte, Standardabweichungen

und GruppengroRen sind in Tabelle L.7 zusammengefasst.

393



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

Tabelle L.7

Deskriptive Statistiken

Methode Fach M SD n
Tafel Geschichte 30.04 23.80 45
Mathematik 69.20 25.20 45
Powerpoint Geschichte 60.36 26.88 45
Mathematik 34.73 28.75 45
Estimated Marginal Means of Ergebnis bei Wissenstest (0-100 Punkte)
a0 Unterrichtsfach
- (1=Geschichte,
2=Mathematik)
70 Geschichte
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|
[
0 —
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dt-u! ———
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@
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30

20
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Unterrichtsmethode (1=Tafel,2=Powerpoint)

Error bars: 95% Cl

Abbildung L.22. Punkt- und Intervallschatzungen der AV in Beispiel 7.6.

394



Lésungen zu den Ubungsaufgaben

Beispiel 7.7

Ergebnisbericht: Es wurde eine zweifaktorielle Varianzanalyse ohne Messwiederholung mit den
Faktoren Altersgruppe (drei Stufen: jung, d.h. 18-30 Jahre, mittel, d.h. 31-50 Jahre, alt, d.h. > 50 Jahre)
und Trainingsmethode (zwei Stufen: konventionelles Krafttraining mit Gewichten vs. HIIT mit eigenem

Korpergewicht) durchgefiihrt. Das Signifikanzniveau wurde zu a = .005 gewahlt.

Insgesamt wurden Daten von 270 Personen in einem balancierten Design erhoben. Levenes Test war
nicht signifikant (p > .05), daher wurde von Varianzgleichheit in den einzelnen Populationen

ausgegangen.

Im Mittel war die allgemeine Fitness zwischen den unterschiedlichen Altersgruppen signifikant
verschieden (F(2,264) = 54.15, p < .001, 5,2 = .29, d.h. ein groRer Effekt gemaR Cohen (1988)). Im
Mittel war die erzielte allgemeine Fitness auch zwischen den beiden Fitnessprogrammen signifikant
unterschiedlich (F(1,264) = 24.18, p < .001, #,° = .08, d.h. ein mittlerer Effekt gemaR Cohen (1988)).
Die Interaktion zwischen den beiden Faktoren war nicht signifikant (F(2,264) = 2.43, p = .090, #,* =
.02, d.h. ein Kkleiner Effekt gemaB Cohen (1988)). Zur weiteren Analyse paarweiser
Mittelwertsunterschiede wurden post-hoc Tests mit einer Korrektur der p-Werte fur multiple Vergleiche

gemé&R Bonferroni durchgefiihrt. Im Folgenden werden lediglich korrigierte p-Werte berichtet.

Sowohl bei konventionellem Krafttraining mit gewichten als auch bei HIIT-Programmen mit
dem eigenen Kdrpergewicht nahm die erzielte, allgemeine Fitness mit fortschreitendem Alter ab. Bei
konventionellem Krafttraining waren alle paarweisen Mittelwertsunterschiede zwischen den
unterschiedlichen Altersgruppen signifikant (p < .001). Bei HIIT-Programmen war der Unterschied
zwischen jungen und mittleren Erwachsenen nicht signifikant (p > .999), wahrend die Unterschiede
zwischen jungen und alten sowie mittleren und alten Erwachsenen jeweils signifikant waren (p < .001).
Zudem unterschieden sich konventionelles Krafttraining und HIIT-Programme sowohl bei mittleren (p
<.001) als auch &lteren (p = .001) Erwachsenen signifikant, jedoch nicht bei jungen Erwachsenen (p =
.264). Bei allen Altersgruppen war die erzielte allgemeine Fitness jedoch bei HIIT-Programmen hoher

als bei konventionellem Krafttraining.
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Punkt- und Intervallschatzungen fiir die erzielte allgemeine Fitness in Abhé&ngigkeit von Altersgruppe

und verwendeter

Trainingsmethode sind

Abbildung L.23 dargestellt.

Mittelwerte,

Standardabweichungen und Gruppengréolien sind in Tabelle L.8 zusammengefasst.

Tabelle L.8
Deskriptive Statistiken

Altersgruppe Training M SD n
Jung: 18-30 Jahre Konv. Kraft 73.84 15.84 45
HIT 77.64 17.74 45
Mittel: 31-50 Jahre  Konv. Kraft 61.71 17.03 45
HIT 75.82 15.67 45
Alt: > 50 Jahre Konv. Kraft 45.96 14.86 45
HIT 56.98 15.36 45

a0

a0

70

60

Estimated Marginal Means

a0

40

Estimated Marginal Means of Fithessindex (0-100)

18-30

31-50

51+

Altersgruppe(1=jung,2=mittel, 3=alt)

Error bars: 95% Cl

Fithessprogramm
(1=konv.
Krafttraining,2=HIIT
mit Kérpergewicht)

konv. Krafttraining
— HIIT mit Kérpergewicht

Abbildung L.23. Punkt- und Intervallschatzungen fiir die erzielte allgemeine Fitness in Abhangigkeit

von Altersgruppe und verwendeter Trainingsmethode.
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Beispiel 7.8
Um die Fragestellung zu untersuchen wurde eine zweifaktorielle Varianzanalyse ohne
Messwiederholung durchgefiihrt. Deskriptive Statistiken fiir alle Kombinationen aus Faktorstufen sind

in Tabelle L.9 angegeben.

Es ergibt sich ein signifikanter Haupteffekt fur das Geschlecht, F(1,116) = 18.11, p <.001, nf,
= .14, d.h. ein groler Effekt gemaR Cohen (1988). Es ergibt sich auch ein signifikanter Haupteffekt fir
die Bedingung, F(1,116) = 13.76, p < .001, n,z, = .11, d.h. ein mittlerer Effekt gemaR Cohen (1988).
Zudem ergibt sich eine signifikante Interaktion, F(1,116) = 17.16, p <.001, 77;2; =.13, ein mittlerer Effekt

gemall Cohen (1988).

Paarweise post-hoc Vergleiche mit Bonferroni-korrigierten p-Werten zeigen, dass sich in der
Kontrollbedingung Frauen und Maénner nicht signifikant in der mittleren Symptoméanderung
unterscheiden (p = .936), in der Interventionsbedingung allerdings schon (p < .001). Wéhrend sich fiir
Frauen Kontrollbedingung und Intervention in der mittleren Symptomanderung signifikant

unterscheiden (p < .001), tun sie fur M&nner nicht (p = .760).

Tabelle L.9
Mittelwerte und Standardabweichungen der Symptomstarkednderungen sowie Stichprobenumféange fur

alle Kombinationen aller Faktorstufen

Geschlecht Bedingung M SD n

Weiblich tau 5.57 6.91 30
Weiblich Intervention 17.07 7.83 30
Mannlich tau 5.40 9.01 30
Mannlich Intervention 4.77 8.19 30
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Losungen der Ubungsaufgaben zu Kapitel 8
Beispiel 8.1

Richtig: (b), (c). Falsch: (a), (d).

Beispiel 8.2

Richtig: (a), (c). Falsch: (b), (d).

Beispiel 8.3

Nr. | Aussage R/F

1) Bei der Effektstarke 77;2; werden Werte ab 0.01/0.06/0.14 gemaR Cohen (1988) als | R

klein/mittel/groR bezeichnet.

2) Beim Box Test handelt es sich um einen Test der Sphérizitat. F

3) Die Greenhouse-Geisser-Korrektur ist zu konservativ, weshalb besser die Huynh- | R
Feldt-Korrektur verwendet werden sollte.

4) Die Gleichheit der Kovarianzmatrizen kann mit Mauchlys Test Uberprift werden. | F

Beispiel 8.4

Zur Beantwortung der Fragestellung wurde eine einfaktorielle Varianzanalyse mit Messwiederholung
durchgefuhrt. Beim Innersubjektfaktor handelt es sich um den Messzeitpunkt des Umweltverhaltens mit
den drei Stufen (i) vor der Veranstaltung im Nationalpark, (ii) ein Monat nach der Veranstaltung und

(iii) ein Jahr nach der Veranstaltung. Als Signifikanzniveau wurde a = .005 gewahlt.

Da die Voraussetzung der Sphérizitat verletzt war (p < .001), werden im Folgenden Huynh-
Feldt-korrigierte Werte berichtet. Der Messzeitpunkt hat einen signifikanten Einfluss auf das
Umweltverhalten, F(1.58,209.11) = 7.09, p = .002, TI% = .05, d.h. 5% der Variabilitdt im
Umweltverhalten kdnnen durch den Messzeitpunkt erklart werden, was gemaR Cohen (1988) einem
kleinen Effekt entspricht. Paarweise post-hoc Vergleiche mit p-Wert-Korrektur fiir multiple Vergleiche
geméR Fisher’s LSD Methode ergaben zudem, dass sich das mittlere Umweltverhalten zu Messzeitpunkt
1 von dem zu Messzeitpunkt 2 signifikant unterscheidet (p <.001), aber nicht von dem zu Messzeitpunkt

3 (p = .076). Ferner unterscheidet sich das mittlere Umweltverhalten zu Messzeitpunkt 2 auch nicht
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signifikant von dem zu Messzeitpunkt 3 (p = .081). Deskriptive Statistiken sind in Tabelle L.10 gegeben.

Das Umweltverhalten ist in der Tat zu den Messzeitpunkten 2 und 3 hoher als zum Messzeitpunkt 1.

Tabelle L.10
Deskriptive Statistiken
Messzeitpunkt M SD n
1 12.61 5.79 133
2 13.36 6.08 133
3 13.05 6.31 133
Beispiel 8.5

Zur Beantwortung der Fragestellung wurde eine zweifaktorielle Varianzanalyse mit vollstandiger
Messwiederholung durchgefuhrt. Bei einem Messwiederholungsfaktor handelt es sich um den
Messzeitpunkt mit den drei Stufen (i) eine halbe Stunde nach dem Lernen, (ii) ein Tag hach dem Lernen,
und (iii) eine Woche nach dem Lernen. Beim anderen Messwiederholungsfaktor handelt es sich um die
Bedeutung des Lernmaterials mit den zwei Stufen (i) eher niedrig (sinnlose Silbenpaare) und (ii) eher
hoch (Vokabeln: Paare aus deutschen und japanischen Begriffen). Als Signifikanzniveau wurde a =

.005 gewdhit.

Da die Voraussetzung der Spharizitat sowohl fiir den Messzeitpunkt (p = .012) als auch die
Interaktion zwischen Messzeitpunkt und Bedeutung (p = .036) verletzt war, werden im Folgenden
Huynh-Feldt-korrigierte Werte berichtet. Es gibt einen signifikanten Haupteffekt flir den Messzeitpunkt,
F(1.77,86.58) = 170.61, p < .001, n; = .78, d.h. gemaR Cohen (1988) ein groRer Effekt. Ebenso gibt es
einen signifikanten Haupteffekt fir die Bedeutung des Lernmaterials, F(1,49) = 182.64, p < .001, nf, =
.79, d.h. gemaR Cohen (1988) wiederum ein groRer Effekt. Schliellich gibt es auch eine signifikante
Interaktion zwischen den beiden Faktoren, F(1.83,89.77) = 29.75, p < .001, 7712; = .38, d.h. geméal Cohen

(1988) wiederum ein grolier Effekt.

Um paarweise Unterschiede zu untersuchen wurden post-hoc Tests mit p-Wert-Korrektur fur
multiple Vergleiche gemaR Bonferroni berechnet. Es zeigt sich, dass die Behaltensleistung fir beide

Stufen des Faktors Bedeutung Uber die Zeit hinweg abnehmen. Fir die sinnlosen Silben unterscheidet
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sich die mittlere Behaltensleistung zwischen Zeitpunkt 1 und 2 sowie 1 und 3 signifikant (jeweils p <
.001), zwischen Zeitpunkt 2 und 3 jedoch nicht signifikant (p = .007). Selbiges gilt fiir die deutsch-
japanischen Begriffspaare: auch hier unterscheidet sich die mittlere Behaltensleistung signifikant
zwischen Zeitpunkt 1 und 2 sowie Zeitpunkt 1 und 3 (jeweils p < .001), jedoch nicht signifikant
zwischen Zeitpunkt 2 und 3 (p = .317). Die Behaltensleistung unterscheidet sich jedoch signifikant
zwischen den beiden Bedeutungsstufen zu allen drei Zeitpunkten (jeweils p < .001). Die
Behaltensleistung ist immer héher im Fall der deutsch-japanischen VVokabeln.

Deskriptive Statistiken sind in Tabelle L.11 angefuhrt. Eine graphische Darstellung dieser

Ergebnisse inklusive 95%-KI fiir die mittleren Leistungsindizes ist in Abbildung L.24 gegeben.

Tabelle L.11
Deskriptive Statistiken
Zeitpunkt Bedeutung M SD n
1 Sinnlose Silben 10.12 3.43 50
VVokabeln 14.88 2.19 50
2 Sinnlose Silben 3.00 2.78 50
Vokabeln 11.78 3.51 50
3 Sinnlose Silben 1.64 2.08 50
Vokabeln 11.10 491 50

Estimated Marginal Means of MEASURE_1

20 Bedeutung

1
—2

Estimated Marginal Means
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Error bars: 95% CI

Abbildung L.24. Behaltensleistung uiber die drei untersuchten Zeitpunkte hinweg fiir jeweils 17 deutsch-
japanische Vokabeln (rote Linie) und Paare aus sinnlosen Silben (blaue Linie).

400



Lésungen zu den Ubungsaufgaben

Beispiel 8.6

Zur Erhellung der Fragestellung wurde eine zweifaktorielle Varianzanalyse mit einem gemischten 2x3
Design durchgefiihrt. Beim Faktor ohne Messwiederholung handelt es sich um die Medikation mit den
drei Stufen wie in der Angabe gegeben. Beim Messwiederholungsfaktor handelt es sich um die beiden

Blutdruckwerte, d.h. den systolischen und den diastolischen Blutdruck.

Die beiden Blutdruckwerte unterscheiden sich signifikant, F(1,119) = 13953.96, p < .001, nzz, =
.99, d.h. die Art des Blutdruckwerts (d.h. systolisch oder diastolisch) erklart 99% der Variabilitat in den
Werten, die nicht bereits durch andere systematische Effekte aufgeklart werden. Auch fur die
Medikation gibt es einen signifikanten Haupteffekt, F(2,119) = 98.11, p < .001, 77;2; = .62, d.h. die
Medikation kléart 62% der Variabilitat der Werte auf, die nicht durch andere Effekte aufgeklart werden.
Schliellich ist auch die Interaktion zwischen Art des Blutdruckwerts und Medikation signifikant,

F(2,119) = 7.49, p <.001, n;; = .11, was gemal Cohen (1988) einem mittleren Effekt entspricht.

Paarweise post-hoc Vergleiche mit p-Wert-Korrektur gemalt Bonferroni zeigen, dass beide
Blutdruckarten (ber die steigenden Medikationen hinweg abnehmen. Fir beide Arten von
Blutdruckwerten unterscheiden sich die Messwerte zwischen allen Medikationen signifikant (p < .001).
Auch die beiden Blutdruckwerte unterscheiden sich fur alle Stufen der Medikation signifikant
voneinander (p <.001) mit plausiblen Bereichen fir den Unterschied zwischen den Werten, die sehr gut

dem Unterschied von etwa 45 mmHg zwischen den Normalbereichen fir die beide Werte entsprechen.

Die plausiblen Werte fiir die Blutdruckwerte fur die drei Stufen der Medikation sind in Tabelle
L.12 numerisch gegeben und in Abbildung L.25 graphisch dargestellt. Tabelle L.12 enthélt zudem
deskriptive Statistiken fir die Blutdruckwerte fiir die drei Medikationen. Man sieht, dass die plausiblen
Werte fur die Medikation von 16 mg Candesartan morgens und 8 mg Candesartan sowie 5 mg
Amlodipin abends im Normalbereich fir die beiden Arten der Blutdruckwerte liegen, wahrend sie fiir
die anderen beiden Medikationen teilweise zu hoch ausfallen. Die genannte Medikation scheint also von

den drei tberpriften Medikationen die passendste fiir den Patienten zu sein.
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Tabelle L.12
Deskriptive Statistiken und 95%-KI
Medikation Blutdruckwert M 95%-KI SD n
2x8 mg Candesartan Systolisch 148.00 [145.00,151.00] 8.13 20
Diastolisch 102.43 [99.27,105.59] 7.54 20
16+8 mg Candasartan ~ Systolisch 128.44 [126.89,129.99] 7.14 75
Diastolisch 84.14 [82.51,85.77] 7.83 75
16 mg Candesartan + Systolisch 121.67 [119.08,124.25] 4.15 27
8/5 mg CandAm
Diastolisch 74.20 [71.48,76.92] 4.09 27
Estimated Marginal Means of MEASURE_1
160.00 Blutdruckwert
1
—2
w
§ 14000
=
®
£
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2x8mg Candesartan  16+8mg Candesartan 16mg Candesartan +
8/5mg CandAm

Medikation (1=2x8mg Candesartan, 2=16+8mg Candesartan, 3=16mg
Candesartan + 8/5mg CandAm)

Error bars: 95% CI

Abbildung L.25. Systolische (blaue Linie) und diastolische mittlere Blutdruckwerte und deren 95%-KI

fur die drei unterschiedlichen Medikationen aus Beispiel 8.6.
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Beispiel 8.7

Antworten:

(a)

(b)

(©

(d)

(€)

Es ist eine zweifaktorielle Varianzanalyse mit Messwiederholung mit einem gemischten 2x3
Design durchzufiihren. Bei dem Zeitpunkt des Leistungstests (Variablen t1, t2, t3) handelt es
sich um einen dreistufigen Innersubjektfaktor, bei der Art der Lehrmethode (Variable
Lehrmethode) um einen zweistufigen Zwischensubjektfaktor. Mit Ausnahme der
Sphérizitatsannahme sind alle Voraussetzungen fur die Varianzanalyse mit Messwiederholung
erflllt: (i) bei der AV handelt es sich um eine intervallskalierte Variable, (ii) es liegt ein
balanciertes Design vor, (iii) die Levene-Tests sowie der Box Test sind allesamt nicht
signifikant (p > .05), (iv) die Normalverteilungsvoraussetzung muss gemald Angabe nicht
Uberprift werden. Aufgrund der Verletzung der Sphérizitatsvoraussetzung (W(2) = 0.62, p <
.001) werden im Folgenden Huynh-Feldt-korrigierte Teststatistiken berichtet.

Die Ergebnisse im Leistungstest unterscheiden sich signifikant zwischen den einzelnen
Testzeitpunkten, F(1.46, 346.94) = 7768.64, p < .001, #,°> = 0.97. GemiR Cohen (1988) liegt
damit ein groRer Effekt vor.

Die Ergebnisse im Leistungstest unterscheiden sich signifikant zwischen den beiden
Lehrmethoden, F(1, 238) = 15.20, p < .001, #,°> = 0.06. GemaR Cohen (1988) liegt damit ein
mittlerer Effekt vor.

Es liegt eine signifikante Interaktion zwischen Lehrmethode und Zeitpunkt vor, F(1.46, 346.94)
=604.18, p <.001, 7,2 = 0.72. GemiR Cohen (1988) liegt damit ein groRer Effekt der Interaktion
Vor.

Samtliche Mittelwerte und Standardabweichungen sind in Tabelle L.13 zusammengefasst. Die
Gruppengrofien waren jeweils zu n = 120 gegeben. Im Folgenden werden fiir multiple paarweise
Vergleiche gemdR Bonferroni korrigierte p-Werte berichtet. Zu Zeitpunkt 1 liegt kein
signifikanter Unterschied in den Ergebnissen beim Leistungstest fur die beiden Lehrmethoden
vor, p=.753. Zu Zeitpunkt 2 ist das mittlere Testergebnis signifikant hther bei der traditionellen
Lehrmethode als bei Verwendung der flipped classroom Methode, p = .022. Zu Zeitpunkt 3 ist

das mittlere Testergebnis signifikant héher bei der flipped classroom Methode als bei der
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traditionellen Lehrmethode, p < .001. Sowohl bei der traditionellen Lehrmethode als auch bei
der flipped classroom Methode ist das mittlere Testergebnis zu Zeitpunkt 1 jeweils signifikant
niedriger als zu Zeitpunkt 2 (jeweils p < .001) und auch als zu Zeitpunkt 3 (jeweils p < .001),

wahrend es zu Zeitpunkt 3 jeweils signifikant niedriger ist als zu Zeitpunkt 2 (jeweils p <.001).

Tabelle L.13

Deskriptive Statistiken
Zeitpunkt Lehrmethode M SD n
1 Traditionell 29.08 11.15 120
1 Flipped classroom 29.53 11.02 120
2 Traditionell 83.00 12.69 120
2 Flipped classroom 79.26 12.49 120
3 Traditionell 42.80 16.87 120
3 Flipped classroom 65.93 16.47 120

Beispiel 8.8

Antworten:

(@)

(b)

Zweifaktorielle Varianzanalyse mit Messwiederholung mit gemischtem 2x2 Design mit einem
Innersubjektfaktor (Zeitpunkt mit zwei Faktorstufen: (1) vor und (2) nach der Therapie) und
einem Zwischensubjektfaktor (Therapieform; ebenfalls zwei Stufen: (1) kognitive
Verhaltenstherapie oder (2) achtsamkeitsbasierte Therapie).

Zur Klarung der Fragestellung wurde eine Varianzanalyse mit Messwiederholung (gemischtes
Design) durchgefiihrt. Die Depressionsschwere unterscheidet sich signifikant zwischen den
beiden Messzeitpunkten (vor und nach den jeweiligen Therapien), F(1, 98) = 129.37, p < .001,
ne? = 0.57. GemaR Cohen (1988) liegt damit eine groRe Effektstirke fir den Effekt des
Messzeitpunkts vor. Die Depressionsschwere unterscheidet sich nicht statistisch signifikant
zwischen den beiden Therapieformen, F(1, 98) = 0.158, p = .692, #,°> < 0.01. Allerdings ergibt
sich eine signifikante Interaktion zwischen Messzeitpunkt und Therapieform, F(1, 98) = 10.84,

p = .001, ° = 0.10, die gemaR Cohen (1988) einem mittleren Effekt entspricht.
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Paarweise post-hoc Vergleiche mit Bonferroni-Korrektur zeigen, dass sich die
Depressionsschweren fur beide Therapieformen weder zu Zeitpunkt 1 (p = .499) noch zu
Zeitpunkt 2 (p = .206) signifikant voneinander unterscheiden. Zudem bessert sich die
Depressionsschwere signifikant sowohl bei der kognitiven Verhaltenstherapie (p < .001) von
Zeitpunkt 1 (M = 41.02, SD = 9.27) zu Zeitpunkt 2 (M = 30.82, SD = 11.99) als auch bei der
achtsamkeitsbasierten Therapie (p < .001), ebenfalls von Zeitpunkt 1 (M = 39.60, SD = 11.53)
zu Zeitpunkt 2 (M = 33.98, SD = 12.81).

(c) Eshandelt sich um eine typische hybride Interaktion. Die Depressionsschwere bessert sich zwar
in jedem Fall (Haupteffekt des Messzeitpunkts), unabhéngig von der Therapieform, aber die
Besserung ist deutlicher ausgepréagter bei der kognitiven Verhaltenstherapie (signifikanter

Interaktionseffekt).

Beispiel 8.9

Ergebnisbericht: Um Unterschiede im moralischen Verhalten und dem Bedirfnis nach kognitiven
Anforderungen je nach Spielegenre zu untersuchen, wurde eine zweifaktorielle VVarianzanalyse ehremit
Messwiederholung durchgefiihrt. Dabei wies der Zwischensubjektfaktor ,,Spielegenre® zweidrel
Faktorstufen auf. Der Innersubjektfaktor beriicksichtigte, um welchen der beiden Fragebdgen es sich
handelte. Die Interaktion zwischen den beiden Faktoren ldsst darauf schlielen, ob es zwischen den

Spielegenres Unterschiede im Antwortverhalten auf die beiden Fragebdgen gibt.

Die Varianzanalyse ergab einen signifikanten Haupteffekt fur die Art des Fragebogens,
F(1,297) = 9.64, p =-031.002, 5, =.03. Es ergab sich auch ein signifikanter Haupteffekt fir das
Spielegenre, F(2,297) =27.21, p<.001, #,°=.16. Die Interaktion zwischen Fragebogenart und
Spielegenre war allerdings richtauch signifikant, F(2,297) = 19.42, p =-416< .001, n,? = .12, weshalb

die Effekte der beiden Faktoren nicht unabh&ngig voneinander interpretiert werden kénnen.

Bei Spieler:innen, die besonders gerne Egoshooter spielen, wurden sowohl beim
Moralfragebogen (M = 49.90, SD = 9.09) als auch beim Kognitionsfragebogen (M = 51.34, SD = 9.52)
vergleichsweise geringe Werte erreicht, die sich auch nicht signifikant voneinander unterschieden,

p = .188. Auch die Punktwerte der Spieler:innen, die besonders gerne Strategiespiele spielen, waren sehr
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dhnlich Dbei Moralfragebogen (M =51.3458.23, SD =9529.61) und bei Kognitionsfragebogen
(M =58.38, SD = 9.45), fielen aber vergleichsweise deutlich hther aus und unterschieden sich in beiden
Fallen signifikant von den jeweiligen Werten der Egoshooter-Spieler:innen (p <.001).
Rollenspieler:innen erzielten hingegen ganz andere Werte im Moralfragebogen (M = 59.87, SD = 9.01)
als im Kognitionsfragebogen (M =52.41, SD =9.43), der Unterschied war nichtauch signifikant
(p <.001). Rollenspieler:innen erzielten im Kognitionsfragebogen dhnliche Werte wie Egoshooter-
Spieler:innen (p =-63%>.999), wahrend sie im Moralfragebogen ahnliche Werte wie Strategie-

Spieler:innen erzielten (p >-999=.631).

Beispiel 8.10

Ergebnisbericht: Zur statistischen Analyse wurde eine zweifaktorielle Varianzanalyse ehnemit
Messwiederholung (gemischtes Design) durchgefiihrt. Beim zweistufigen HnerZwischensubjektfaktor
handelt es sich um die Variable, die angibt, ob es sich um eine Person mit besonders niedriger oder
hoher Selbstwirksamkeit handelt. Beim ebenfalls zweistufigen Zwischenlinnersubjektfaktor handelt es
sich um die Variable, die angibt, ob es sich um das Lernergebnis zur Spiel- oder zur Nichtspielversion

der Lernaufgabe handelt.

Es ergibt sich (mit a = .05) etrkein signifikanter Haupteffekt fiir die Selbstwirksamkeit (niedrig
oder hoch), F(1,158)=0.28, p=-002597, 5,°=-60<.01. Es ergibt sich einkein signifikanter
Haupteffekt fiir die Version der Lernaufgabe (Spiel oder Nichtspiel), F(1,158) = 0.10, p =-061.753,
ne? =45<.01. Es ergibt sich eine signifikante Interaktion zwischen den beiden Faktoren,

F(1,158) = 3769.10, p < .001, 7,2 = .96.

Paarweise post-hoc Vergleiche mit gema Bonferroni korrigierten p-Werten ergeben, dass
Personen mit niedriger Selbstwirksamkeit in der Spielversion (M = 45.56, SD = 9.81) signifikant hohere
Ergebnisse als in der Nichtspielversion (M =40.71, SD = 9.74) erzielen, p <.001. Bei Personen mit
hoher Selbstwirksamkeit ist es gerade umgekehrt: Diese erzielen in der Spielversion (M =41.44,
SD =8.01) signifikant niedrigere Ergebnisse als in der Nichtspielversion (M =46.34, SD = 8.18),
p <.001. Zudem erzielen in der Spielversion Personen mit niedriger Selbstwirksamkeit signifikant

hohere Ergebnisse als Personen mit hoher Selbstwirksamkeit, p <=804=.004. In der Nichtspielversion
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hingegen erzielen Personen mit niedriger Selbstwirksamkeit signifikant niedrigere Ergebnisse als

Personen mit hoher Selbstwirksamkeit, p < .001.

Beispiel 8.11

Zur Erhellung der Fragestellung wurde eine einfaktorielle Varianzanalyse mit Messwiederholung
durchgefuhrt. Deskriptive Statistiken fir die Haarqualitit der n = 160 Personen zu allen drei Zeitpunkten
sind in Tabelle L.17 gegeben. Die Haarqualitat unterscheidet sich im Mittel (mit « = .005) signifikant
zwischen den drei Zeitpunkten, F(2, 318) = 163.94, p < .001, TI;% =.51. D.h., gemal} Cohen (1988) liegt
ein groRer Effekt des Zeitpunkts fur die resultierende Haarqualitat vor. Paarweise post-hoc Vergleiche
mit Bonferroni-Korrektur fur die sich ergebenden p-Werte zeigen, dass die Haarqualitat zu Zeitpunkt 1
zwar im Mittel mit signifikant niedrigeren Werten beurteilt wird als zu Zeitpunkt 2 (p < .001), aber mit
signifikant hoheren als zu Zeitpunkt 3 (p <.001). Die Haarqualitat zu Zeitpunkt 2 wird zudem im Mittel

auch mit signifikant hoheren Werten beurteilt als zu Zeitpunkt 3 (p < .001).

Inhaltlich bedeutet dieses Ergebnis, dass die Haarqualitat direkt nach der zweimonatigen Pflege
mit den silikonhaltigen Produkten in der Tat hoher ist als zu Beginn des Experiments. Das heif3t
insbesondere auch hoher als ohne die Verwendung solcher Produkte, da lediglich Personen ausgewahlt
wurden, die bisher keine solchen Produkte verwendet haben. Allerdings ist die Haarqualitat ein Jahr
nach Beginn des Experiments, und das heif3t insbesondere zehn Monate nach Absetzen der Pflege mit
silikonhaltigen Produkten, geringer als zu Beginn des Experiments. Woran das genau liegen kénnte,

lasst sich aus diesem Experiment allerdings nicht schliel3en.

Tabelle L.14
Mittelwerte und Standardabweichungen fur die Haarqualitat zu den drei Zeitpunkten (Beispiel 8.11)

Zeitpunkt M SD

Beginn des 49.67 13.86
Experiments
2 Monate spater 58.78 15.14

1 Jahr spéter 39.06 14.57
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Beispiel 8.12

Die mittleren Prifungsleistungen unterscheiden sich signifikant fur die beiden Messzeitpunkte, F(1, 98)
=122.46, p < .001, r]zz, = .56, was einem grofRen Effekt gemaR Cohen (1988) entspricht. Die mittleren
Prifungsleistungen unterscheiden sich hingegen nicht signifikant fir die beiden Lernmethoden, F(1, 98)

= 2.02, p = .158, n; = .02, was einem Kleinen Effekt gemaR Cohen (1988) entspricht. Zwischen
Messzeitpunkt und Lernmethode besteht eine signifikante Interaktion, F(1, 98) = 27.71, p <.001, 77;2; =

.22, was gemaf’ Cohen (1988) einem groRen Effekt entspricht.

Fur paarweise post-hoc Vergleiche werden Bonferroni korrigierte p-Werte berichtet. Fir beide
Lernmethoden unterscheiden sich die mittleren Priifungsleistungen signifikant voneinander zwischen
beiden Messzeitpunkten (jeweils p < .001). Insbesondere nimmt die Prifungsleistung fur beide
Lernmethoden von Messzeitpunkt 1 zu Messzeitpunkt 2 zu. Zu Messzeitpunkt 1, d.h. zu
Semesterbeginn, unterscheiden sich die mittleren Priifungsleistungen fur die beiden Lernmethoden nicht
signifikant voneinander (p = .168). Zu Messzeitpunkt 2 unterscheiden sich die mittleren
Prufungsleistungen fiir die beiden Lernmethoden allerdings signifikant voneinander (p < .001). Die

Prifungsleistung am Semesterende ist hoher fur das verteilte Lernen als flr das massierte Lernen.
Deskriptive Statistiken sind in Tabelle L.15 zusammengefasst.

Tabelle L.15
Mittelwerte und Standardabweichungen fur die Prifungsleistungen zu beiden Messzeitpunkte fur beide

Lernmethoden (Beispiel 8.12)

Zeitpunkt Lernmethode M SD n

Semesterbeginn Massiertes Lernen 51.32 8.39 50
Verteiltes Lernen 48.99 8.43 50

Semesterende Massiertes Lernen 56.21 7.88 50
Verteiltes Lernen 62.74 9.28 50
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Beispiel 8.13
Alle folgenden inferenzstatistischen Ergebnisse beziehen sich jeweils auf ein Signifikanzniveau von a

=.005.

Die mittleren Leistungen beim Mathematiktest unterscheiden sich signifikant fur die beiden
Messzeitpunkte, F(1, 98) = 181.97, p < .001, 775 = .65, was einem groRen Effekt gemall Cohen (1988)
entspricht. Die mittleren Leistungen unterscheiden sich hingegen nicht signifikant zwischen den beiden
Lehrmethoden, F(1, 98) = 2.31, p = .132, n;; = .02, was einem Kleinen Effekt gemaR Cohens Heuristik
(1988) entspricht. Zwischen Messzeitpunkt und Lehrmethode besteht eine signifikante Interaktion, F(1,

98) = 8.86, p =.004, nf, = .08, was gemal Cohens Heuristik (1988) einem mittleren Effekt entspricht.

Fur paarweise post-hoc Vergleiche werden geméal Bonferroni korrigierte p-Werte berichtet. Fiir
beide Lehrmethoden unterscheiden sich die mittleren Leistungen signifikant zwischen beiden
Messzeitpunkten (p < .001). Insbesondere nimmt die Leistung im Mittel fiir beide Lehrmethoden von
Beginn zu Ende des Semesters zu. Am Beginn des Semesters unterscheiden sich die mittleren
Leistungen fir die beiden Lehrmethoden nicht signifikant voneinander (p = .849). Auch am Ende des
Semesters unterscheiden sich die mittleren Leistungen fiir die beiden Lehrmethoden nicht signifikant

voneinander (p = .025).

Deskriptive Statistiken sind in Tabelle L.16 zusammengefasst. Wir sehen, dass die
Mathematikleistung fir beide Lehrmethoden zunimmt (Haupteffekt Messzeitpunkt). Die

Leistungszunahme ist allerdings starker ausgepragt fur die VR-Methode (Interaktion).

Tabelle L.16

Deskriptive Statistiken fur beide Messzeitpunkte und Lehrmethoden (Beispiel 8.13)

Messzeitpunkt Lehrmethode M SD n

Semesterbeginn VR 37.12 6.91 50
Klassisch 40.12 6.30 50

Semesterende VR 44.92 4.76 50
klassisch 45.10 4.70 50
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Losungen der Ubungsaufgaben zu Kapitel 9
Beispiel 9.1

Richtig: (c), (d). Falsch: (a), (b).

Beispiel 9.2

Richtig: (d). Falsch: (a), (b), (c).

Beispiel 9.3

(@ Ho: =0.Hi: p #0.

(b) Hu

(c) a=11.45; b =0.34.

(d) Bei einem Wert der Abhangigkeitskognitionen von 0 Punkten (Einheiten auf der Skala des
entsprechenden Fragebogens) erwarten wir im Mittel einen Wert von 11.45 fiir die
Depressionsschwere auf der BDI-Skala. Eine Erhohung der Intensitdt der
Abhangigkeitskognitionen um einen Punkt geht im Mittel mit einer Erh6hung von 0.34 Punkten
auf der Skala von Becks Depressionsinventar einher.

(e) y=11.45+0.34 * x.

Ergebnisbericht: Ein signifikanter Anteil der Varianz in der Depressionsschwere der untersuchten 50
Personen kann (mit a = .05) auf die Intensitat der Abh&ngigkeitskognitionen zuruickgefiihrt werden,
F(1,48) = 4.32, p = .043, R? = 0.08. GemaR Cohens Heuristiken (1988) entspricht dies einem kleinen
Effekt. Der Regressionskoeffizient fir den Zusammenhang zwischen der Intensitdt der
Abhangigkeitskognitionen und der Depressionsschwere unterscheidet sich signifikant von Null, b =0.34
(stand. B = 0.29), t(48) = 2.08, p = .043 (zweiseitig). Der Koeffizient ist zudem positiv, d.h., je héher
die Intensitat der Abhangigkeitskognitionen, desto héher die Depressionsschwere. Eine Erhéhung der
Intensitat der Abhangigkeitskognitionen um einen Punkt geht gemé&R dem einfachen Regressionsmodell
im Mittel mit einer Erhéhung der Depressionsschwere um 0.34 Punkte auf der Skala von Becks

Depressionsinventar einher.
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Beispiel 9.4

Ergebnisbericht: Ein signifikanter Anteil der Varianz in den Verkaufszahlen kann (mit « = .005) auf das
verwendete Werbebudget zurlickgefiihrt werden, F(1,198) = 99.59, p <.001, R? = 0.34. GemaR Cohens
Heuristiken (1988) entspricht dies einem grofen Effekt. Der Regressionskoeffizient flr den
Zusammenhang zwischen der Anzahl verkaufter Alben und dem Werbebudget unterscheidet sich
signifikant von Null, b = 0.10 (stand. 8 = 0.58), t(198) = 9.98, p < .001 (zweiseitig). Der Koeffizient ist
zudem positiv, d.h., je hoher das Werbebudget, desto hoher die Verkaufszahlen. Eine Erhéhung des
Werbebudgets um 1000 Englische Pfund geht gemaR dem einfachen Regressionsmodell im Mittel mit

einer Erhdhung der Verkaufszahlen um 96 Alben einher.

Antworten auf die Fragen: Eine Erhéhung um eine Million Pfund wirde im Mittel mit einer Erh6hung
der Verkaufszahlen um 96000 einhergehen. Der Standardschatzfehler betrégt allerdings 65.99, d.h., die
Streuung um die erwarteten Verkdufe bei einem bestimmten Werbebudget ist in derselben
GroRenordnung wie die Mehrverkaufe flir die Steigerung des Werbebudgets selbst. Das heif3t, es gibt
eine betréchtliche Streuung. Das wiederum heif3t, man kénnte im Einzelfall sowohl weit Uber dem

mittleren Mehrverkauf als auch weit darunter liegen.

Beispiel 9.5

Ergebnisbericht: Ein signifikanter Anteil der Varianz in den Gehaltern kann (mit « = .005) auf die
Berufserfahrung zurlickgefiihrt werden, F(1,229) = 29.41, p < .001, R? = 0.11. GemaR Cohens
Heuristiken (1988) entspricht dies einem kleinen Effekt. Der Regressionskoeffizient fir den
Zusammenhang zwischen dem Gehalt und der Berufserfahrung unterscheidet sich signifikant von Null,
b =3.43 (stand. § = 0.34), t(229) = 5.42, p < .001 (zweiseitig). Der Koeffizient ist zudem positiv, d.h.,
je hoher die Berufserfahrung, desto héher das Gehalt. Eine Erhdhung der Berufserfahrung um ein Jahr
geht gemart dem einfachen Regressionsmodell im Mittel mit einer Erhéhung des Gehalts um 3.43 Pfund

pro Tag einher.
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Beispiel 9.6

Abbildung L.26 zeigt die SPSS-Ausgabe fur eine lineare Regressionsanalyse mit dem Kriterium
Depressionsschwere und dem Pradiktor Abhéngigkeitskognitionen. Es ergibt sich eine Steigung b =
0.34 sowie ein Achsenabschnitt a = 11.49. Durch den linearen Zusammenhang mit den
Abhangigkeitskognitionen konnen 8.3% an Varianz der Depressionsschwere der untersuchten 50

Personen aufgeklart werden.

Variables Entered/Removed®

Yariahbles Yariables
Maodel Entered Removed Method
1 Abhangigkeitsk . Enter
ngnmnnenb

a. DependentWariable: Depressionsschwere
(Gesamtwer flir Becks Depressionsinventan

b All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Maodel F R Square Square Estimate

1 287 083 064 11.9649
a. Predictors: (Constant), Abhangigkeitskognitionen

ANOVA®
Sum of
Maodel Squares df Mean Square F Sig.
1 Regression £19.403 1 £19.403 4324 .043°
Residual B875.877 48 143.250
Total 74495380 49

a. DependentWariable: Depressionsschwere (Gesamtwenr flir Becks
Depressionsinventan

b. Predictors: (Constant), Abhangigkeitskognitionen

Coefficients®

Standardized
Instandardized Coefficients Coefficients

Model B Std. Error Beta t Sig.
1 (Constant) 11.486 3637 31568 .003
Abhéngigkeitskognitionen a4 64 287 2.074 043

a. DependentVariable: Depressionsschwere (Gesamtwert fir Becks Depressionsinventar)

Abbildung L.26. SPSS-Ausgabe flr eine lineare Regressionsanalyse mit dem Kriterium
Depressionsschwere und dem Pradiktor Abhangigkeitskognitionen.
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Daran andert sich auch nichts, wenn die Abh&ngigkeitskognitionen um die mittlere Auspragung
der Abhangigkeitskognitionen in der Stichprobe zentriert werden wie Abbildung L.27 zeigt. Allerdings
ist der Achsenabschnitt nun durch a = 18.18 gegeben. Das bedeutet, das bei mittlerer Auspragung der
Abhéngigkeitskognitionen die Depressionsschwere 18.18 BDI-Punkte betrdgt. An allen (brigen

Bestandteilen der Ausgabe dandert sich selbstverstandlich nichts.

Variables Entered/Removed®

Yariables Yariahles
Model Enterad Removed Method
1 Abhangigkeitsk . Enter
ognitionen
zentriert®

a. Dependent Variable: Depressionsschwere
(Gesamtwert fiir Becks Depressionsinventar)

. All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Maodel R R Square Square Estimate

1 287 083 064 11.964
a. Predictors: (Constant), Abhdngigkeitskognitionen zentriert

ANOVA?
Sum of
Model Squares df Mean Square F Sig.
1 Regression 615.403 1 £19.403 4324 043"
Residual BBTH.9T7T 48 143.250
Total 7485380 49

a. DependentVariable: Depressionsschwere (Gesamtwert flir Becks
Depressionsinventarn)

. Predictors: (Constant), Abhdngigkeitskognitionen zentriert

Coefficients?

Standardized
Instandardized Coefficients Coefficients

Maodel =] Std. Error Beta t Sig.

1 (Constant) 18.180 1.693 10.741 =.001
Abhangigkeitskognitionen a4 64 287 2.079 043
Zentriert

a. Dependent Variable: Depressionsschwere (Gesamtwert fur Becks Depressionsinventar)

Abbildung L.27. SPSS-Ausgabe flr eine lineare Regressionsanalyse mit dem Kriterium

Depressionsschwere und dem zentrierten Prédiktor Abhangigkeitskognitionen.
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Wird anstelle der Abhéngigkeitskognitionen ein entsprechend des Aufgabenteils (b) skalierter
Pradiktor verwendet, so ergibt sich die in Abbildung L.28 gezeigte Ausgabe. Hier haben sich sowohl
Achsenabschnitt und Steigung gedndert. Der Achsenabschnitt a = 11.83 entspricht nun dem
Depressionsniveau fur die kleinste Auspragung der Abhéngigkeitskognitionen in der Stichprobe, die
Steigung b = 12.95 entspricht der Anderung des Depressionsniveaus von der kleinsten zur gréRten

Auspragung der Abhangigkeitskognitionen in der Stichprobe.

Variables Entered/Removed®

Variables Yariables
Model Entered Removed Method
1 Abhangigkeitsk . Enter
ognitionen
skaliert?

a. Dependent Variahle: Depressionsschwere
(Gesamtwert fir Becks Depressionsinventar)

b All requested variables entered.

Model Summary

Adjusted R Std. Error of the
Model R R Sguare Square Estimate

1 .2a78 .0g3 064 11.9649
a. Predictars: (Constant), Abhangigkeitskognitionen skaliert

ANOVA®
Sum of
Model Squares df Mean Sqguare F Sig.
1 Regression 615.403 1 619.403 4.324 043®
Residual BRT5.97T 48 143.250
Total 7485380 49

a. Dependent¥ariable: Depressionsschwere (Gesamtwert fiir Becks
Depressionsinventarn)

. Predictors: (Constant), Abhdngigkeitskognitionen skaliert

Coefficients®

Standardized
Unstandardized Coefficients Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) 11.827 3.493 3.386 001
Abhangigkeitskognitionen 12.952 6.229 287 2.0749 .043
skaliert

a. Dependent Variable: Depressionsschwere (Gesamtwert filr Becks Depressionsinventar)

Abbildung L.28. SPSS-Ausgabe flr eine lineare Regressionsanalyse mit dem Kriterium

Depressionsschwere und dem umskalierten Pradiktor Abh&ngigkeitskognitionen.
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Abbildung L.29 zeigt schlielflich eine entsprechende SPSS-Ausgabe fir die studentisierten
Abhangigkeitskognitionen als Prédiktor. Der Achsenabschnitt entspricht nun wiederum dem
Depressionsniveau bei einer mittleren Auspragung der Abhéngigkeitskognitionen, die Steigung b = 3.56
entspricht nun der Anderung des Depressionsniveaus fiir eine Anderung der Abhéngigkeitskognitionen

um eine Standardabweichung.

Variables Entered/Removed®

Yariables Yariables
Model Entered Removed Method
1 fscore; . Enter
Abhangigkeitsk
ngnMnnenb

a. DependentVariable: Depressionsschwere
(Gesamtwert flir Becks Depressionsinventan)

b All requested variables entered.

Model Summary

Adjusted R Std. Error ofthe
Maodel R R Square Square Estimate

1 .287® 083 064 11.968

a. Predictors: (Constant), Zscore; Abhangigkeitskognitionen

ANOVA®
Sum of
Model Squares df Mean Square F Sig.
1 Regression £19.403 1 £19.403 4324 043"
Residual B875.877 48 143.250
Total 74495380 49

a. DependentVariable: Depressionsschwere (Gesamtwer flir Becks
Depressionsinventar)

b. Predictors: (Constant), Zscore; Abhangigkeitskognitionen

Coefficients®

Standardized
Lnstandardized Coefficients Coefficients

Maodel B Std. Error Beta t Sig.
1 (Constant) 18.180 1.693 10.741 =.001
Zscore: 3555 1.710 287 2.079 043

Abhangigkeitskognitionen

a. DependentVariable: Depressionsschwere (Gesamtwen fiir Becks Depressionsinventar)

Abbildung L.29. SPSS-Ausgabe fur eine lineare Regressionsanalyse mit dem Kriterium

Depressionsschwere und dem studentisierten Pradiktor Abhéngigkeitskognitionen.
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Beispiel 9.7
Die Annahme eines linearen Zusammenhangs scheint berechtigt wie das Streudiagramm in Abbildung

L.30 zeigt.

Scatter Plot of Regularisierte Logit-Transformierte der erreichten Punktezahl by Anzahl aufgewendeter
Lernstunden

4.000 ®

 J
2,000 &

oo

Regularisierte Logit-Transformierte der erreichten
Punktezahl

-2.000
25 50 75 100 125 150

Anzahl aufgewendeter Lernstunden

Abbildung L.30. Bendétigtest Streudiagramm fur Beispiel 9.7.

Eine einfache lineare Regressionsanalyse mit der Anzahl aufgewendeter Lernstunden als Préadiktor
zeigt, dass das Ausmald der aufgewendeten Lernzeit in der Tat einen signifikanten Anteil der Varianz
des Kriteriums (LogitPunkte) erklaren kann, F(1,138) = 779.788, p < .001, R? = 0.85. D.h., die
aufgewendete Lernzeit kann alleine 85% der Varianz der abhé&ngigen Variablen in der Stichprobe
erklaren, was gemall Cohen (1988) einem groRen Effekt entspricht. Der geschatzte
Regressionskoeffizient des einzigen Prédiktors unterscheidet sich dementsprechend auch signifikant
von Null, b =0.05 (stand. 8 =0.92), 1(138) = 27.93, p < .001 (gerichtet). Der Schatzwert ist entsprechend
der Hypothese positiv, d.h. nimmt die aufgewendete Lernzeit zu, so nimmt auch die abhéngige Variable

zu. Flr einen Zuwachs der Lernzeit um 20 Stunden nimmt die abhdngige Variable um 1 Einheit zu.
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Beispiel 9.8

Eine einfache lineare Regressionsanalyse zeigt, dass sich im Mittel in der Tat ein signifikanter Anteil
der Priifungsleistung durch den Gemduseanteil aufklaren lasst, F(1,198) = 14.37, p < .001, R? = .07, d.h.,
ein Kkleiner Effekt gemall Cohen (1988). Der Anteil an Varianz der Prufungsleistung, der in der
Stichprobe durch den Gemuseanteil erklart werden kann, betrdgt 6.80%. Insbesondere ist der
Regressionskoeffizient fir den Gemuseanteil signifikant positiv, b =0.13 (stand. g = .26), t(198) = 3.79,
p < .001 (ungerichtet), d.h. ein hoherer Gemuseanteil in der Erndhrung geht mit einer héheren
Prifungsleistung einher. Eine Erhohung des Gemduseanteils um 10% geht mit einer Erh6hung der

Prufungsleistung um 1.3% einher.

Ein Streudiagramm, in dem die Priifungsleistung gegen den Gemdiseanteil aufgetragen ist, ist in

Abbildung L.31 dargestellt.

Scatter Plot of Priifungsleistung in % by Gemliseanteil in %
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Abbildung L.31. Streudiagram fir die Prifungsleistung und den Gemuseanteil aus Beispiel 9.8.
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Beispiel 9.9

(a)

(b)

Ein signifikanter Anteil der Leistung bei einem Intelligenztest lasst sich auf die Menge an
wochentlich verzehrtem Brokkoli zurlickfiihren, F(1, 462) = 232.69, p < .001, R? = 0.34. Fir
ein Kilogramm mehr an wdchentlich verzehrtem Brokkoli steigt die Intelligenzleistung um 39
1Q-Punkte, b= 0.04 (stand. § =.58), t(462) = 15.25, p <.001. Die Menge wdchentlich verzehrten
Brokkolis erklart 33.5% der Gesamtvarianz der Intelligenzleistung in der Stichprobe; es handelt
sich gemalt Cohen (1988) um einen groflen Effekt. Die Schatzwerte sowie Teststatistiken fur
die Modellparameter sind in Tabelle L.17 zusammengefasst.

Das Regressionsmodell mit beiden Pradiktoren erklart einen signifikanten Anteil der Varianz
der Leistung beim Intelligenztest, F(2, 461) = 119.28, p < .001, R? = 0.34. Zusammen erklaren
beide Pradiktoren 34.1% der Gesamtvarianz der Intelligenzleistung in der Stichprobe; es handelt
sich gemafl Cohen (1988) um einen groRen Effekt. Allerdings ist (mit « = .005) lediglich die
Menge wdchentlich verzehrten Brokkolis ein signifikanter Pradiktor, bgrokkoii = 0.04 (stand. =
.54), 1(461) = 12.59, p < .001. Die Menge wdchentlich verzehrter Karotten ist hingegen (mit a
= .005) kein signifikanter Pradiktor, b = 0.01 (f = .09), t(461) = 2.06, p = .040. Das heift, ist
die Menge wochentlich verzehrten Brokkolis bereits bekannt, kann mit der wdchentlich
verzehrten Menge an Karotten kein signifikanter Zugewinn an ndtzlicher Information fur die
Vorhersage der Intelligenzleistung geleistet werden. Umgekehrt kann jedoch bei bekannter
Menge wochentlich verzehrter Karotten ein signifikanter Zugewinn an nitzlicher Information
fir die Vorhersage der Intelligenzleistung durch die Beriicksichtigung der wdéchentlich
verzehrten Menge an Brokkoli geleistet werden. Die Schatzwerte sowie Teststatistiken fur die

Modellparameter sind in Tabelle L.18 zusammengefasst.

Tabelle L.17

Schatzwerte und Teststatistiken fiir die Modellparameter des einfachen Regressionsmodells

Préadiktor Schéatzwert  Standardfehler  Stand. Koeff.  t(462) p
Achsenabschnitt (a) 80.64 1.45 55.47 <.001
Brokkoliverzehr (b) 0.04 <0.01 0.58 15.25 <.001
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Tabelle L.18

Schatzwerte und Teststatistiken flr die Modellparameter des multiplen Regressionsmodells

Pradiktor Schatzwert ~ Standardfehler ~ Stand. Koeff.  t(461) p

Achsenabschnitt (a) 79.41 1.57 50.68 <.001

Brokkoliverzehr (b;) 0.04 <0.01 0.54 12.59 <.001

Karottenverzehr (b,) 0.01 <0.01 0.09 2.06 .040
Beispiel 9.10

Eine multiple Regressionsanalyse zeigt, dass die Anzahl verkaufter CDs, der Ticketpreis sowie das
Werbebudget einen signifikanten Anteil der Varianz der Anzahl von Konzertbesuchern erklaren knnen,
F(3, 32) = 47.65, p < .001, R? = 0.82. Insgesamt konnen die drei Pradiktoren 81.7% der Varianz der
Anzahl der Konzertbesucher erklaren, es handelt sich also um einen grofien Effekt geméal Cohen (1988).
Steigt der Preis der Konzertkarten um einen Schweizer Franken, so sinkt die Besucherzahl (bei
konstantem Werbebudget und CD-Verkauf) im Mittel um 43.23 Personen, bpris = -43.23 (stand. § = -
0.20), t(32) = -2.61, p = .014. Steigt das Werbebudget um einen Schweizer Franken, nimmt die
Besucheranzahl (bei konstanten Kartenpreis und CD-Verkauf) im Mittel um 0.54 Personen zu, bwerbung
= 0.54 (stand. p = 0.74), t(32) = 9.66, p < .001. Verkauft eine Band eine CD mehr, so nimmt die
Besucherzahl (bei konstantem Kartenpreis und Werbebudget) im Mittel um 0.97 Personen zu, bep verkaut
= 0.97 (stand. p = 0.44), t(32) = 5.76, p < .001. Die Schéatzwerte sowie Teststatistiken fur alle

Modellparameter sind in Tabelle L.19 zusammengefasst.

Tabelle L.19

Schatzwerte und Teststatistiken flr die Modellparameter des multiplen Regressionsmodells

Préadiktor Schatzwert  Standardfehler  Stand. Koeff.  (32) p
Achsenabschnitt (a) 5091.21 1820.56 2.80 .009
Kartenpreis (Dpreis) -43.23 16.55 -0.20 -2.61 014
Werbebudget (bwerbung) 0.54 0.06 0.74 9.66 <.001
CD-Verkauf (bep_verkauf) 0.97 0.17 0.44 5.76 <.001
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Beispiel 9.11

(@) Der Logarithmus der Oberflaichentemperatur der untersuchten 47 Sterne kann keinen
signifikanten Anteil der Varianz des Logarithmus der Leuchtkraft erklaren, F(1, 45) = 0.08, p =
.782. Das Ergebnis steht im Widerspruch zur theoretischen Vorhersage. Die geschatzten
Modellparameter sind in Tabelle L.20 zusammengefasst.

(b) Werden die vier Sterne aus der Analyse ausgeschlossen, so kann der Logarithmus der
Oberflachentemperatur der verbleibenden 43 Sterne einen signifikanten Anteil der Varianz des
Logarithmus der Leuchtkraft erklaren, F(1, 41) = 30.55, p < .001. Eine Erhéhung der
Oberflachentemperatur um eine GréRenordnung geht mit einer Erhéhung der Leuchtkraft um
1.48 GroRenordnungen einher, b = 1.48 (stand. p = 0.65), t(41) = 5.53, p <.001. Die geschatzten
Modellparameter sind in Tabelle L.21 zusammengefasst. Auf der Grundlage dieser Ergebnisse
kann argumentiert werden, dass die Theorie zum Zusammenhang zwischen Leuchtkraft und
Oberflachentemperatur dahingehend eventuell dahingehend prézisiert werden muss, dass der
postulierte lineare Zusammenhang nur fir Hauptreihensterne bzw. nicht fir Sterne vom Typ
Rote Riesen gilt. Diesen Eindruck erweckt auch ein Vergleich der beiden Streudiagramme, die
sich flr alle 47 Sterne bzw. nur fiir die 43 Sterne ohne den Roten Riesen ergeben, siehe

Abbildung L.32 und Abbildung L.33.

Tabelle L.20

Schatzwerte und Teststatistiken fiir die Modellparameter des einfachen Regressionsmodells

Pradiktor Schatzwert  Standardfehler  Stand. Koeff.  t(45) p

Achsenabschnitt (a) 5.30 1.11 4.77 <.001

Oberflachentemperatur (b) -0.07 0.25 -0.04 -0.28 782
Tabelle L.21

Schatzwerte und Teststatistiken fiir die Modellparameter des einfachen Regressionsmodells

Préadiktor Schéatzwert  Standardfehler  Stand. Koeff.  t(41) p
Achsenabschnitt (a) -1.74 1.20 -1.45 155
Oberflachentemperatur (b) 1.48 0.27 0.65 5.53 <.001
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Scatter Plot of Logarithm of light intensity by Logarithm of the effective surface temperature
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Abbildung L.32. Streudiagramm aller 47 Sterne aus Beispiel 9.11 inklusive Fitgerade (blaue Linie).

Scatter Plot of light ohne vier Sterne by temp ohne vier Sterne
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Abbildung L.33. Streudiagramm nur fir die 43 Hauptreihensterne aus Beispiel 9.11 inklusive Fitgerade

(blaue Linie).
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Losungen der Ubungsaufgaben zu Kapitel 10

Beispiel 10.1

Richtig: (b). Falsch: (a), (c), (d).

Beispiel 10.2

Richtig: (a), (d). Falsch: (b), (c).

Beispiel 10.3

Regressionsdiagnostik fiir einfache Regression, d.h. fiir Teil (a) der Ubungsaufgabe 10.3. Uberpriifung
der Linearitatsannahme: Keine Anzeichne fiir nichtlineare Verlaufe, siehe Abbildung L.34. Uberpriifung
der Homoskedaszitatsannahme: scheint gut erfullt (siehe Abbildung L.35). Uberprifung
Normalverteilungsannahme: scheint ebenfalls gut erfiillt (siehe Abbildung L.36). Einflusswerte: 24 (=
241464 = 5.2%) vorhanden (kritischer Wert fur Cooks Distanz = 4/464 = 0.0086), aber nicht

Uberraschend, da nahe an 5%.

Regressionsdiagnostik fur multiple Regression, d.h. fiir Teil (b) der Ubungsaufgabe 10.3. 1.
Uberpriifung der Linearitatsannahme: Keine Anzeichen fiir nichtlineare Verlaufe durch Inspektion der
partiellen Regressions-Plots, siehe Abbildung L.37 und Abbildung L.38. 2. Uberpriifung der
Homoskedaszitatsannahme: scheint gut erfillt (siehe Abbildung L.39). 3. Uberpriifung der
Normalverteilungsannahme: scheint ebenfalls gut erfiillt (siehe Abbildung L.40). 4. Einflusswerte: 26

vorhanden (5.6%); allerdings nicht iberraschend von erwartbaren 5% verschieden.
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Scatter Plot of Intelligenzquotient by Menge wéchentlich verzehrten Brokkolis (in g)

R Linear = 0,335
180
160 o
e
e @ 1]
10 e .c e : :
@ o0 o0 o
:'g : @ ... ° e o o @
o ® e .t ‘t: ‘;’ 000, .o' o 2
N 120 .v-o.ﬁ o et -¢.= S o
o ° @ B f.;'O %o o
= a ’..o}: e % o " or.‘ e
T o o.o'."w o 0% ® °a 0"
eor Al flagT
¢, f‘%"&o" o o © %o e o
. N‘. ou.. .'@. °
e & 2o® Cog g 50 e o
08g0 @ 0! ’,- o® o'.. ° °
8 o % : 2p
0 % ... % o
0 250 500 750 1000 1250

Menge wéchentlich verzehrten Brokkolis (in g)

Abbildung L.34. Streudiagramm fur 1Q und Menge wdchentlich verzehrten Brokkolis aus Beispiel

10.3(a).

Dependent Variable: Intelligenzquotient

Regression Studentized Residual

Regression Standardized Predicted Value

Abbildung L.35. Streudiagramm fur die studentisierten Residuen aus Beispiel 10.3(a).
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Histogram

Dependent Variable: Intelligenzquotient

Mean = 2.85E-16
0] Std. Dev. = 0.999
M = 464
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Regression Standardized Residual

Abbildung L.36. Histogramm der standardisierten Residuen aus Beispiel 10.3(a).

Partial Regression Plot

Dependent Variable: Intelligenzquotient
R2 Linear = 0.256

Intelligenzquotient

-Ts
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Menge wéchentlich verzehrten Brokkolis (in g)

Abbildung L.37. Partieller Regressions-Plot fur 1Q und Menge wdchentlich verzehrten Brokkolis aus

Beispiel 10.3(b).
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Partial Regression Plot

Dependent Variable: Intelligenzquotient
R? Linear = 0.009

a0

Intelligenzquotient
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Menge wéchentlich verzehrter Karotten (in g)

Abbildung L.38. Partieller Regressions-Plot fir 1Q und Menge wdchentlich verzehrter Karotten aus

Beispiel 10.3(b).

Scatterplot

Dependent Variable: Intelligenzquotient

Regression Studentized Residual

-2 -1 a 1 2 3 4

Regression Standardized Predicted Value

Abbildung L.39. Streudiagramm fur die studentisierten Residuen aus Beispiel 10.3(b).
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Histogram
Dependent Variable: Intelligenzquotient
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Abbildung L.40. Histogramm der standardisierten Residuen aus Beispiel 10.3(b).

Beispiel 10.4

Uberpriifung der Linearitatsannahme: Keine Anzeichen fiir nichtlineare Verlaufe durch Inspektion der

partiellen Regressions-Plots, siche ,,Kap10UE4.spv*.

Uberpriifung der Homoskedaszitatsannahme: scheint gut erfullt (Inspektion des Streudiagramms fiir die

studentisierten Residuen, siche ,,Kap10UE4.spv*).

Uberpriifung der Normalverteilungsannahme: scheint ebenfalls gut erfiillt (Inspektion des Histogramms

der standardisierten Residuen, siehe ,,Kap10UE4.spv®).

Drei Einflusswerte (8.3%) vorhanden (kritischer Wert fir Cooks Distanz = 4/36 = 0.111); allerdings
nicht (berraschend von erwartbaren 5% verschieden (das waren ca. 2 von 36), siehe

,.konzertbesuche inkl cook.sav*.
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Beispiel 10.5
Die Linearitatsannahme wurde mit den folgenden beiden partiellen Regressions-Plots (Abbildung L.41

und Abbildung L.42) tberprift und erscheint zumindest dem visuellen Eindruck nach gerechtfertigt.

Partial Regression Plot

Dependent Variable: Intelligenzquotient

R2 Linear = 0.231
[+]
50

° <]
° o2 o

° o
° e o % ° e ©
25 o e .. '.r.. o ®° 0. oo
@00 §%
t ° ® ¥ .3‘ o .'. 2 ¢ )
3 ® 29%¢ ] R
s g0 ©
o @
N °
c %o 0®
) . s o %
= L M
° ® e oo %
=) ‘. a
£ e ®og
° ° °
.50
°
75
-500 250 0 250 500 750

Menge wéchentlich verzehrter Orangen (in g)

Abbildung L.41. Partieller Regressions-Plot fir 1Q und Menge wdéchentlich verzehrter Orangen aus

Beispiel 10.5.

Partial Regression Plot

Dependent Variable: Intelligenzquotient
R Lingar = 0.010

50

Intelligenzquotient

-400 -200 o 200 400 600 800

Menge wéchentlich verzehrter Apfel (in g)

Abbildung L.42. Partieller Regressions-Plot fiir 1Q und Menge wochentlich verzehrter Apfel aus

Beispiel 10.5.

Die Homoskedastizitdtsannahme wurde durch Inspektion des folgenden Streudiagramms

(Abbildung L.43) untersucht und erscheint ebenfalls ganz gut erfiillt zu sein.
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Scatterplot
Dependent Variable: Intelligenzquotient
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Abbildung L.43. Streudiagramm fur die studentisierten Residuen aus Beispiel 10.5.

Die Normalverteilungsannahme wurde mittels Inspektion des folgenden Histogramms fiir die

standardisierten Residuen (Abbildung L.44) Gberprift und erscheint ebenfalls ganz gut erfillt zu sein.

Histogram

Dependent Variable: Intelligenzquotient

Mean = 4 47E-16
50 Std. Dev. = 0987
M =400
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Abbildung L.44. Histogramm der standardisierten Residuen aus Beispiel 10.5.
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Die Uberprifung auf Ausreifer wurde mittels Cooks Distanz durchgefihrt. Es ergab sich, dass 22
Datenpunkte eine Cooks Distanz groRer als 4/n = 0.01 aufweisen, was allerdings 22/400 = 5.5%
entspricht und damit im Bereich der erwarteten Anzahl an Datenpunkten mit einer solchen Cooks

Distanz unter Gliltigkeit aller Voraussetzungen fiir eine lineare Regressionsanalyse entspricht.

Beispiel 10.6
Die Linearitatsannahme wurde mit einem Streudiagramm untersucht und erscheint gerechtfertigt (siehe

Abbildung L.45).

Scatter Plot of Leistung beim Aufnahmetest by 1Q

R? Linear = 0.089

Leistung beim Aufnahmetest

50 75 100 125 150

Abbildung L.45. Streudiagramm fur 1Q und Leistung aus Beispiel 10.6.

Die Homoskedastizitdtsannahme wurde durch Inspektion des folgenden Streudiagramms

(Abbildung L.46) untersucht und erscheint ebenfalls ganz gut erfiillt zu sein.

Scatterplot
Dependent Variable: Leistung beim Aufnahmetest

Regression Studentized Residual
°
o)

Regression Standardized Predicted Value

Abbildung L.46. Streudiagramm fur die studentisierten Residuen aus Beispiel 10.6.
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Die Normalverteilungsannahme wurde mittels Inspektion des folgenden Histogramms
(Abbildung L.47) fur die standardisierten Residuen Uberprift und erscheint ebenfalls ganz gut erfallt zu

sein.

Histogram

Dependent Variable: Leistung beim Aufnahmetest

Mean = 3.51E-16
100 Std. Dev.=0.999
N=1,000
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Abbildung L.47. Histogramm der standardisierten Residuen aus Beispiel 10.6.

Die Uberpriifung auf Ausreifer wurde mittels Cooks Distanz durchgefiihrt. Es ergab sich, dass
53 Datenpunkte eine Cooks Distanz grofer als 4/n = 0.004 aufweisen, was allerdings 53/1000 = 5.3%
entspricht und damit durchaus im Bereich der erwarteten Anzahl an Datenpunkten mit einer solchen

Cooks Distanz unter Gultigkeit aller VVoraussetzungen fur eine lineare Regressionsanalyse entspricht.

Beispiel 10.7

Richtig: (a). Falsch: (b), (c), (d).

Beispiel 10.8

Richtig: (b). Falsch: (a), (c), (d).

Beispiel 10.9

Der eigenstindige Beitrag zur erklarten Varianz der Menge wdchentlich verzehrten Brokkolis betragt
0.4762 = 0.226 = 22.6%. Der eigenstandige erklarte Beitrag der Menge wochentlich verzehrter Karotten
betragt 0.078% = 0.006 = 0.6%. Der Anteil der Gesamtvarianz, der nur durch beide Variablen gemeinsam

erklart werden kann, betrégt 34.1% — 22.6% — 0.6% = 10.8%.
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Beispiel 10.10

Der Preis der Konzertkarten erklart eigenstdndig 3.9% der Varianz der Konzertbesucher, das
Werbebudget erklart eigenstdndig 53.3% der Varianz, und die Anzahl verkaufter CDs erklart
eigenstandig 18.9% der Varianz. Damit verbleiben 5.7% der Varianz fir die kombinierte Wirkung der

drei Préadiktoren, und 18.3% der Varianz verbleiben unaufgeklart.

Beispiel 10.11

Es werden 103 Personen benétigt.

Beispiel 10.12

Es werden 406 Personen bendtigt.
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Losungen der Ubungsaufgaben zu Kapitel 11

Beispiel 11.1

Richtig: (a), (d). Falsch: (b), (c).

Beispiel 11.2

Richtig: (a), (b), (c). Falsch: (d).

Beispiel 11.3

Eine einfache lineare Regressionsanalyse ergab, dass ein (mit a = .005) statistisch nicht signifikanter
Anteil der Varianz im Restgeldbetrag nach einem Casinobesuch der untersuchten n = 78 Personen
dadurch erklart werden kann, ob die Personen spielsiichtig sind oder nicht, F(1, 76) = 2.97, p = .089, R?

= .04; ein kleiner Effekt gemalR Cohen (1988).

GemanR des resultierenden Regressionsmodells machen Personen ohne Spielsucht nach einem
Casinobesuch im Mittel einen Nettoverlust von etwa 8 Euro (b = -8.40, t(76) = -2.47, p = .016). Dieser
ist Verlust unterscheidet sich (mit @ = .005) nicht statistisch signifikant unterschiedlich von Null.
Personen mit Spielsucht bleiben im Mittel etwa 8 Euro weniger Ubrig als Personen ohne Spielsucht.
Dieser Unterschied ist (mit @ = .005) ebenfalls nicht statistisch signifikant (b = -8.30, 5, = -.19, t(76) =

-1.72, p = .089).

Beispiel 11.4
(2): Transform >> Recode into Different Variables.... Die Variable diagnosis soll umkodiert werden in
eine Dummy-Variable. Wir nennen diese hier NOvsDIAG, um anzudeuten, dass in dieser Variable die

Referenzkategorie ,,keine Diagnose* mit der Kategorie ,,ADHS Diagnose* vergleichen wird.

Mit einem Klick auf den Knopf ,,0ld and New Values...“ konnen dann die entsprechenden
Werte eingegeben werden: Unter Old Value >> Value: geben wir no ein und unter New Value >> Value:
geben wir 0 ein und klicken anschlielend auf Add. Das gleiche machen wir fir Old Value >> Value:
yes und New Value >> Value: 1. Danach klicken wir auf Continue und Paste, um den Code in die
Syntax zu bekommen. Dort kénnen wir ihn dann ausfiihren und erhalten im Datensatz eine neue Variable

namens NOvsDIAG.
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(b): Transform >> Recode into Different Variables.... Die Variable medication soll umkodiert werden
in zwei Dummy-Variablen. Wir nennen diese hier NONEvsRIT und NONEvsADD, um anzudeuten, dass
hier , keine Medikation die Referenzkategorie ist und jeweils mit der Kategorie ,,ritalin“ und ,,adderall*

vergleichen wird.

Mit einem Klick auf den Knopf ,,0ld and New Values...*“ konnen dann die entsprechenden
Werte eingegeben werden. Zuerst bauen wir die Dummy-Variable fir NONEvsRIT: Unter Old Value
>> Value: geben wir none ein und unter New Value >> Value: geben wir 0 ein und klicken anschlief3end
auf Add. Das gleiche machen wir fiir Old Value >> Value: adderall und New Value >> Value: 0 und
Old Value >> Value: ritalin und New Value >> Value: 1. Danach klicken wir auf Continue und Paste,
um den Code in die Syntax zu bekommen. Dort kénnen wir ihn dann ausfilhren und erhalten im

Datensatz eine neue Variable namens NONEvsRIT.

Danach bauen wir die Dummy-Variable flir NONEvsADD: Unter Old Value >> Value: geben
wir none ein und unter New Value >> Value: geben wir 0 ein und klicken anschliefend auf Add. Das
gleiche machen wir fiir Old Value >> Value: ritalin und New Value >> Value: 0 und Old Value >>
Value: adderall und New Value >> Value: 1. Danach klicken wir auf Continue und Paste, um den Code
in die Syntax zu bekommen. Dort kdnnen wir ihn dann ausfiihren und erhalten im Datensatz eine neue

Variable namens NONEvsSADD.

(c): Zuerst lassen wir uns den Mittelwert der Variable tolerance tiber Analyze >> Descriptive Statistics
>> Frequencies... ausgeben. Mit Doppelklick in die Tabelle in der Ausgabe und dann einem
Doppelklick auf den Mittelwert (21.385), wird der Mittelwert mit > 3 Nachkommastellen angezeigt und

kann so mit hoherer Genauigkeit rauskopiert werden (21.384920634920633).

Danach wird uber Transform >> Compute Variable... die neue zentrierte Variable berechnet.
Unter ,, Target Variable* schreiben wir den neuen Variablennamen c_tolerance (= centered tolerance)
hinein. In das Feld ,,Numeric Expression® schreiben wir tolerance - 21.384920634920633. Danach

klicken wir auf Paste und fiihren den Code in der Syntax aus.

(d): Uber Transform >> Compute Variable... kénnen wir schlussendlich auch die Interaktionsvariable
zwischen dem Dummy fur ADHS Diagnose (NOvsDIAG) und der zentrierten Frustrationstoleranz-
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Variable berechnen. Unter ,Target Variable” schreiben wir den neuen Variablennamen
NOvsDIAG X c tol hinein. In das Feld ,Numeric Expression” schreiben wir NOvsDIAG *

c_tolerance. Danach klicken wir auf Paste und fiihren den Code in der Syntax aus.

Beispiel 11.5

Eine multiple lineare Regressionsanalyse ergab, dass ein (mit « = .005) statistisch signifikanter Anteil
der Varianz im Restgeldbetrag nach einem Casinobesuch der untersuchten n = 78 Personen durch die
Pradiktoren Spielsucht, Restgeldbetrag eines vorangegangenen Casinobesuchs und deren Interaktion

aufgeklart werden kann, F(3, 74) = 51.93, p < .001, R? = .68; ein groRer Effekt gemaR Cohen (1988).

Betrachtet man die einzelnen Regressionsparameter, machen Personen ohne Spielsucht, die bei
einem vorangegangenen Casinobesuch mit 0 Euro Restgeldbetrag ausgestiegen sind, nach einem
erneuten Casinobesuch im Mittel einen Nettogewinn von etwa 8 Euro (b = 7.78, t(74) = 1.52, p = .133).

Dieser ist Gewinn unterscheidet sich (mit a = .005) nicht statistisch signifikant unterschiedlich von Null.

Personen mit Spielsucht, die bei einem vorangegangenen Casinobesuch mit 0 Euro
Restgeldbetrag ausgestiegen sind, bleiben im Mittel etwa 17 weniger Ubrig als Personen ohne Spielsucht
(b =-16.58, B, = -.17, t(74) = -2.17, p = .033). Dieser Unterschied ist (mit « = .005) nicht statistisch

signifikant.

Wenn bei Personen ohne Spielsucht der Restbetrag beim Casinobesuch vor der Intervention um
1 Euro hoher ist, erwartet man einen um im Durchschnitt etwa 60 Cent héheren Restbetrag beim
Casinobesuch nach der Intervention (b = 0.66, 5, = .28, t(74) = 2.55, p = .013). Dieser Anstieg ist (mit

a =.005) nicht statistisch signifikant.

Wenn bei Personen mit Spielsucht der Restbetrag beim Casinobesuch vor der Intervention um
1 Euro hoher ist, erwartet man einen um im Durchschnitt etwa 2 Euro (= 0.656 + 1.343) hoéheren

Restbetrag beim Casinobesuch nach der Intervention.

Der Unterschied zwischen den beiden Effekten der Spielstichtigen und Nicht-spielstichtigen ist (mit «

= .005) statistisch signifikant (b = 1.34, 8, = .32, t(74) = 4.15, p < .001).
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Beispiel 11.6

Eine multiple lineare Regressionsanalyse ergab, dass ein (mit a = .005) statistisch signifikanter Anteil
der Varianz im ADHS-Wert der untersuchten n = 126 Personen durch die Prédiktoren
Frustrationstoleranz, ADHS-Diagnose und deren Interaktion aufgeklart werden kann, F(3, 122) = 21.19,

p <.001, R? = .34; ein groRer Effekt gemaR Cohen (1988).

Betrachtet man die einzelnen Regressionsparameter, haben Personen ohne ADHS Diagnose und
einer mittleren Frustrationstoleranz im Mittel einen ADHS-Wert von etwa 31 Punkten (b = 30.50, t(122)
= 20.11, p < .001). Im Vergleich dazu, haben Personen mit ADHS-Diagnose (bei mittlerer
Frustrationstoleranz) im Mittel etwa 5 Punkte mehr im ADHS Fragebogen (b = 4.90, 8, = .20, t(122) =
2.67, p =.009). Dieser Unterschied im ADHS-Wert zwischen Personen mit und ohne ADHS-Diagnose

ist (mit a = .005) nicht statistisch signifikant.

Weiters zeigt sich bei Personen ohne ADHS-Diagnose ein negativer Zusammenhang zwischen
Frustrationstoleranz und ADHS-Wert: Bei einem Anstieg von 1 Punkt im Frustrationstoleranz-
Fragebogen, erwartet man eine Verringerung des ADHS-Werts um etwa 0.5 Punkte (b = -0.52, B, =

-.34,1(122) =-2.91, p = .004). Dieser Zusammenhang ist (mit & = .005) statistisch signifikant.

Bei Personen mit ADHS-Diagnose findet sich ebenfalls ein negativer Zusammenhang zwischen
Frustrationstoleranz und ADHS-Wert: Bei einem Anstieg von 1 Punkt im Frustrationstoleranz-
Fragebogen, erwartet man eine Verringerung des ADHS-Werts um etwa 0.9 Punkte (= -0.52 — 0.42 =
-0.94). Der Unterschied im Zusammenhang von Frustrationstoleranz und ADHS-Wert zwischen
Personen mit und ohne ADHS-Diagnose ist (mit & = .005) nicht statistisch signifikant (b = -0.42, 8, = -

20, t(122) = -1.78, p = .078).

Beispiel 11.7

Eine multiple lineare Regressionsanalyse ergab, dass ein (mit @ = .05) statistisch signifikanter Anteil
der Varianz im ADHS-Wert der untersuchten n = 126 Personen durch die Pradiktoren
Frustrationstoleranz, ADHS-Medikation und deren Interaktion aufgeklart werden kann, F(5, 120) =

21.39, p <.001, R? = .47; ein groRer Effekt gemaR Cohen (1988).
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Betrachtet man die einzelnen Regressionsparameter, haben Personen, die kein ADHS-
Medikament einnehmen, und eine mittlere Frustrationstoleranz haben im Mittel einen ADHS-Wert von

etwa 31 Punkten (b = 30.50, t(120) = 22.24, p < .001).

Im Vergleich dazu, haben Personen (mit mittlerer Frustrationstoleranz), die Ritalin einnehmen,
im Mittel etwa 4 Punkte mehr im ADHS-Fragebogen (b =3.96, 5, = .16, t(122) = 1.99, p = .048). Dieser
Unterschied im ADHS-Wert zwischen Personen, die kein ADHS-Medikament einnehmen, im Vergleich
zu Personen, die Ritalin einnehmen, ist (mit a = .05) statistisch signifikant. Personen (mit mittlerer
Frustrationstoleranz), die Adderall einnehmen, haben im Vergleich zu Personen, die kein ADHS-
Medikament einnehmen, etwa 3.5 Punkte mehr im ADHS-Fragebogen (b =3.50, 8, = .15, t(122) = 1.85,

p = .068). Dieser Unterschied ist (mit a = .05) statistisch nicht signifikant.

Weiters zeigt sich bei Personen, die kein ADHS-Medikament einnehmen, ein negativer
Zusammenhang zwischen Frustrationstoleranz und ADHS-Wert: Bei einem Anstieg von 1 Punkt im
Frustrationstoleranz-Fragebogen, erwartet man eine Verringerung des ADHS-Werts um etwa 0.5 Punkte
(b = -0.52, B, = -.34, t1(120) = -3.21, p = .002). Dieser Zusammenhang ist (mit « = .05) statistisch

signifikant.

Bei Personen, die Ritalin einnehmen, ist der negative Zusammenhang zwischen
Frustrationstoleranz und ADHS-Wert noch stérker negativ: Bei einem Anstieg von 1 Punkt im
Frustrationstoleranz-Fragebogen, erwartet man eine Verringerung des ADHS-Werts um etwa 1.7
Punkte. Der Unterschied im Zusammenhang zwischen Frustrationstoleranz und ADHS-Wert ist bei
Personen, die kein ADHS-Medikament einnehmen, und Personen, die Ritalin einnehmen, (mit a = .05)

statistisch signifikant (b = -1.13, 8, = -.39, t(120) = -4.34, p < .001).

Bei Personen, die Adderall einnehmen, ist der Zusammenhang zwischen Frustrationstoleranz
und ADHS-Wert leicht negativ: Bei einem Anstieg von 1 Punkt im Frustrationstoleranz-Fragebogen,
erwartet man eine Verringerung des ADHS-Werts um etwa 0.1 Punkte. Der Unterschied im
Zusammenhang zwischen Frustrationstoleranz und ADHS-Wert ist bei Personen, die kein ADHS-
Medikament einnehmen, und Personen, die Adderall einnehmen, (mit « = .05) statistisch nicht

signifikant (b = 0.39, 8, = .13, t(120) = 1.48, p = .141).
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Beispiel 11.8
@):
Unstandardized B t Sig.
(Constant) 108.89 53.67 <.001
Gruppe -8.94 -2.83 .007

(b): Eine einfache lineare Regressionsanalyse ergab, dass ein (mit a = .05) statistisch signifikanter Anteil
der Varianz im 1Q der untersuchten n = 46 Personen dadurch erklart werden kann, ob die Personen BWL

oder Psychologie studieren, F(1, 44) = 8.02, p =.007, R? = .15; ein mittlerer Effekt gemaR Cohen (1988).

GemanR des resultierenden Regressionsmodells haben Psychologiestudierende im Mittel einen
1Q von zirka 109 (b = 108.89, t(44) = 53.67, p < .001). BWL-Studierende haben im Mittel einen 1Q der
etwa 9 1Q-Punkte niedriger ist als der von Psychologiestudierenden (b = -8.94, t(44) = -2.83, p = .007).

Dieser Unterschied ist (mit a = .005) statistisch signifikant.

Beispiel 11.9
(a): Zuerst lassen wir uns den Mittelwert der Variablen water und shade uber Analyze >> Descriptive
Statistics >> Frequencies... ausgeben. Hier in diesem Beispiel sieht man auch mit Blick in die Daten,

dass der Mittelwert beider Variablen genau 2 ist.

Danach wird Uber Transform >> Compute Variable... die neue zentrierte Variable zuerst fur
water, dann flr shade berechnet. Unter ,, Target Variable* schreiben wir den neuen Variablennamen
c_water (= centered water) hinein. In das Feld ,,Numeric Expression‘ schreiben wir ,,water — 2. Danach
klicken wir auf Paste, flihren den Code in der Syntax aus und wiederholen das Ganze fiir die Variable

shade.

(b): Uber Transform >> Compute Variable... konnen wir dann die Interaktionsvariable zwischen den
beiden zentrierten Variablen ¢_water und c_shade berechnen. Unter ,,Target Variable* schreiben wir
den neuen Variablennamen c¢_water_X_c_shade hinein. In das Feld ,,Numeric Expression* schreiben
wir ¢_water*c_shade. Danach klicken wir auf Paste und fiihren den Code in der Syntax aus.

437



Anwendung statistischer Verfahren am Computer mit SPSS — Ubungsaufgaben & Lésungen

(c): Eine multiple lineare Regressionsanalyse ergab, dass ein (mit « = .005) statistisch signifikanter
Anteil der Varianz in der Grof3e der Tulpenbliten von n =27 Tulpen durch die Pradiktoren Feuchtigkeit,
Beschattung und deren Interaktion aufgeklart werden kann, F(3, 23) = 23.33, p < .001, R? = .75; ein

grolRer Effekt gemal Cohen (1988).

Betrachtet man die einzelnen Regressionsparameter, haben Tulpenbliten bei mittlerer
Feuchtigkeit und mittlerer Beschattung eine durchschnittliche GréRe von 129 (b =128.99, t(23) = 12.68,
p < .001). Fur eine mittlere Beschattung, erwartet man bei einem Anstieg der Feuchtigkeit um 1 einen
Anstieg in der BlltengréBRe um 75.8 (b = 75.80, 8, = .68, t(23) = 6.56, p < .001). Dieser Anstieg ist (mit
a =.005) statistisch signifikant. Bei einer mittleren Feuchtigkeit der Blumenerde, erwartet man bei einer
Erh6hung der Beschattung um 1 eine Reduktion der BliitengroRe um 41.6 (b = -41.60, B, = -.37, t(23)

=-3.60, p =.002). Dieser Anstieg ist (mit a = .005) ebenfalls statistisch signifikant.

Weiters verandert sich der Zusammenhang zwischen Feuchtigkeit und BlitengroRe je nach
Beschattungsniveau (und umgekehrt): Bei einer Erhdhung der Beschattung um 1 sinkt die Steigung der
Regressionsgerade des Effekts von Feuchtigkeit auf Bllitengréfie um 52.9 (b = -52.85, B, = -.39, t(23)
=-3.74, p =.001). Diese Interaktion bzw. Veranderung des Zusammenhangs ist (mit a = .005) statistisch

signifikant.

Beispiel 11.10

Um in SPSS ein Streudiagramm zu erstellen, bei dem die Datenpunkte andere Farben je nach
Auspragung einer dritten Variablen haben, muss diese in der SPSS-Datendatei als nominal klassifiziert
sein. Im Beispiel 12.9 hat die Variable shade genau 3 Auspragungen (1, 2 und 3), obwobhl sie eine stetige
Variable ist. Indem wir die Variable Uber Transform >> Compute Variable... einfach kopieren
(shade_diskret = shade), legt SPSS automatisch eine als nominal-skalierte neue Variable namens
shade_diskret an. Optional kann auch h&ndisch einfach das Skalenniveau in der Variablenansicht in der
Spalte ,,Measure” umgestellt werden, obwohl es sich auch hier empfichlt, zuerst eine Kopie der

originalen shade Variable zu machen.

Im Anschluss kann Ober Graphs >> Chart Builder... das erwinschte Streudiagramm

ausgegeben werden. Unter Scatter/Dot wird ein Streudiagramm ausgewéhlt (Scatter Plot). Auf die x-
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Achse setzen wir die zentrierte Variable c_water und auf die y-Achse das Kriterium blooms. Rechts
oben im Diagramm bei ,,Set color?* ziehen wir die neue diskrete Variable shade_diskret rein. Die
Diagrammvorschau sollte dann gleich unterschiedlich farbige Punkte zeigen. In der rechten Spalte des
Chart Builder Fensters wéihlen wir ganz unten noch bei den ,,Linear Fit Lines* ,,Subgroups* aus, damit
uns fir jede Gruppe der Belichtung (1 = niedrige Beschattung, 2 = mittlere Beschattung, 3 = hohe
Beschattung) eine eigene Regressionsgerade ausgegeben wird. Danach klicken wir auf Paste und fuhren

den Code in der Syntax aus.
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Nachwort zur ersten Gberarbeiteten Fassung dieses Manuskript
Wenn nach einem Monat bereits die erste Uberarbeitete Fassung eines Manuskripts vorliegt (die jetzt
auch tber eine Versionsnummer verfugt, um zukinftige Aktualisierungen voneinander und von friiheren
Fassungen unterscheiden zu kdnnen), heilt das mindestens zweierlei. Erstens, dass in der urspriinglichen
Fassung Méngel vorhanden waren, die ziigiger Korrektur bedurften. Zweitens, dass es Personen gibt,
deren kritische Durchsicht die Entdeckung dieser Mangel Uberhaupt ermdglichte, da Verfasser:innen
selbst fur diese bekanntlich bei der Erstellung der entsprechenden Texte zunehmend blind werden und

jedenfalls flr einen gewissen Zeitraum nach der Fertigstellung auch blind bleiben.

Ich kann mich jedenfalls gliicklich schétzen, solch kritische Leser:innen fur die erste Fassung
diese Manuskripts gefunden zu haben, welchen ich mich zutiefst zu Dank verpflichtet fuhle. In erster
Linie geht dabei mein Dank an Prof. H. Harald Freudenthaler, der neben seinen Verpflichtungen und
noch dazu mitten im Semester die Zeit fand, die erste Fassung dieses Manuskripts in nicht einmal ganz
zwei Wochen zur Ganze durchzusehen. Ihm ist es zu verdanken, dass diese erste iberarbeitete Fassung
nun auch einen umfassenderen Abschnitt zur Korrelation, d.h. zu MalRen des Zusammenhangs zwischen
Variablen, enthdlt. Letztere wurden in der ersten Fassung lediglich in einem Exkurs im Rahmen der
linearen Regression abgehandelt. Dies war allerdings mehr der Eile geschuldet, mit der die erste Fassung
im Verlauf eines bereits begonnen Semesters fertiggestellt wurde, als dem Raum, dem eine
grundlegende Einfiihrung in solche Malle des Zusammenhangs gebiihren sollte, auch wenn hier nach
wie vor nur die wesentlichen Anwendungsaspekte derselben beriihrt werden. Erwédhnung finden nun
jedenfalls neben Pearsons Korrelationskoeffizient auch Spearmans Rangkorrelationskoeffizient sowie
Kendalls tau. Die unterschiedlichen Arten wie diese Koeffizienten Zusammenhange zwischen Variablen
erfassen werden dabei in einer Reihe von Beispielen gegentibergestellt. Ganz dem Credo der ersten
Fassung dieses Manuskripts treu bleibend werden dafiir auch die Ubungsaufgaben genutzt, die zu
diesem Zweck um wesentliche Beispiele erweitert wurden. So hat Anscombes beriihmt beriichtigtes
Quartett nun Eingang in diese Sammlung aus Ubungen gefunden. Zudem wurde ein Beispiel, das auf
Rand R. Wilcox zuriickgeht, in die Ubungsaufgaben eingearbeitet, um zu veranschaulichen, dass alle
drei behandelten MalRe des Zusammenhangs empfindlich auf einige ungewdhnliche Datenpunkte (sog.

Ausreiler) reagieren konnen. Interessierten Leser:innen sind damit hoffentlich auch genug Hinweise
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gegeben, wie sie, wenn Notwendigkeit oder Neugier es verlangen, Uber diese grundlegenden

Mdglichkeiten Zusammenhénge zwischen Variablen zu beschreiben hinausgelangen kénnen.

Zum Dank verpflichtet bin ich ein weiteres Mal auch meinen Studierenden, die mich unabléssig
beim gemeinsamen Uben der vielfaltigen Beispiele auf die eigenen Versehen in den vorbereiteten oder
ad-hoc demonstrierten Losungen hinweisen. Als Lehrenden erfreut mich das mindestens in zwei
Hinsichten. Erstens heif8t es, dass einige sich so gewissenhaft und gleichzeitig inhaltlich mit den
Lernmaterialien auseinandersetzen, dass ihnen diese Mangel Uberhaupt ins Bewusstsein treten, und
diese Tatsache allein muss dem Lernerfolg bereits zutraglich sein. Zweitens bedient das Lernmaterial
damit auch einen Lernansatz, den ich, gerade, wenn es um komplexere Lerninhalte geht, flr duRerst
effektiv halte: das Lernen durch kritisches Priifen. In Zeiten, in denen Hilfsangebote aller moglichen
kinstlichen Intelligenzen zu allen mdglichen Inhalten immer weiter um sich greifen, erscheint mir das
kritische Uberpriifen angebotener Informationen sowohl als geeignete als auch willkommene
Versicherung gegen ein vielleicht effizientes, aber unmiindiges Ubernehmen scheinbarer Wahrheiten.
Wer sich der Informationsflut unserer Zeiten nicht ohnmachtig ausliefern will, muss sich zwangsléufig
in der Kultivierung der eigenen Urteilsfahigkeit Giben. Das kritische Uberpriifen von Lernmaterial mit
der Intention der Aneignung praktischen, anwendungsbezogenen Wissens scheint mir dafur nicht der

schlechteste Anlass zu sein.

Wenn mich dann Studierende etwa darauf hinweisen, dass bei der ,,Varianz ¢* doch irgendwo
ein Quadrat (im Exponenten) verloren gegangen sein muss, dann geht mir als Lehrendem ebenso wie
als selbst unabléssig Lernendem natirlich im wahrsten Sinne des Wortes das Herz auf. Denn in diesen
Momenten wird mir demonstriert: hier wird den Inhalten nach-gedacht, tiber die Inhalte reflektiert, ohne
die Inhalte fur bare Miinze zu nehmen, und schlieflich auf dem Fundament des eigenen Verstehens
geurteilt; und wo das geschieht, findet Lernen, Einsicht und Verstehen statt. Und ein angemessenerer
und schonerer Sinn kann diesem Manuskript zum selbstandigen Uben, Lernen und Verstehen wohl kaum
gegeben werden. Aber dem vorliegenden Manuskript solchen Sinn zu verleihen, ist nicht meine, sondern
die Errungenschaft eben jener Studierenden, fur die ich allein aus diesem Grunde schon nicht anders als

in tiefster Dankbarkeit und Hochachtung verbleiben kann.

Stefan E. Huber, Graz am 26. Mai 2025
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Nachwort zur ersten Fassung dieses Manuskripts
Die Idee zu diesem Manuskript war ebenso schlicht wie naiv: einen Text verfassen, den jemand im
Selbststudium Stiick fir Stick durcharbeiten kdnnte, um dann am Ende ein besseres Verstandnis fir
jene Inhalte erlangt zu haben, die in der Zeit, als ich an der Universitat Graz Ubungen in der Anwendung
statistischer Verfahren unterrichten durfte, in entsprechenden Vorlesungen zur Statistik fur

Psycholog:innen gelehrt wurden.

Die Idee war schlicht, weil genau das das Ziel der Lehrveranstaltung war, die mir (unter vielen
anderen) anvertraut worden war: Studierenden ein Verstandnis flr jene grundlegenden statistischen
Verfahren zu vermitteln, die im zu dieser Zeit tblichen Lehrkanon zur statistischen Grundbildung im
Bachelorstudium Psychologie vorgesehen waren. Die inhaltlichen Grenzen, sowohl was statistische
Verfahren als auch Werkzeuge zu ihrer Anwendung (Computerprogramme, Software) anging, waren
mit diesen Rahmenbedingungen relativ klar abgesteckt. Auch wenn diese nicht unbedingt meinen
personlichen Praferenzen entsprachen (Wo ist das Prinzip maximaler Entropie? Wo ist das Gesetz
inverser Wahrscheinlichkeiten? Wo sind die Diskussionen eines unhaltbaren Begriffs der ,,Aquivalenz*
von Zufallsexperimenten? Wo sind die Diskussionen (ber andere Zugange zum Begriff der
Wahrscheinlichkeit? Und wo sind schlieflich die erkenntnistheoretischen Beziige und die Beziige zum
Prozess der Forschung selbst — die Achillesferse jedes frequentistischen Zugangs, da selbst Fisher,
nachdem er ein Leben lang dartiber nachgedacht hat, erkennen musste, dass ein solcher Zugang den
Forschungsprozess, das, was Wissenschaft und Erkenntnis tiberhaupt ist, nicht konsistent beschreiben
kann?), so war mir der Gedanke daran, Studierende, die noch am Anfang ihres Studiums der
Wissenschaft vom Menschen stiinden und dieses Studium nicht unbedingt aufgrund ihrer Liebe zu
Woahrscheinlichkeitstheorie und Statistik wahlten, dabei unterstiitzen zu kénnen, sich einen Reim auf
das machen zu kdnnen, was sich da eben tber das letzte Jahrhundert als statistische Methodologie in der
Psychologie etabliert hatte, doch von Anfang an ein erfreulicher. Denn die Verwirrung Uber dieses
Thema ist grof. Unter Anfénger:innen ebenso wie unter sogenannten Expert:innen. Und nicht minder

beim Verfasser dieser Zeilen.
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Zum Teil liegt das daran, weil vieles, wenn nicht das Meiste, aus den Bereichen der
Wabhrscheinlichkeitstheorie oder der Statistik nicht intuitiv, nicht leicht zuganglich ist. Manche Aspekte
scheinen vielmehr so entgegen jeder Zugénglichkeit, dass man flr den Hauch eines Verstandnisses dafiir
das tun muss, was andernorts als Verriicktheit gilt: sich immer und immer wieder — scheinbar vergeblich
— Gedanken dartber zu machen, mit zweifelhaftem Ausgang. Die historischen Figuren der betreffenden
Fachgebiete konnen vollig zurecht nicht deshalb Expert:innen genannt werden, weil sie — um nur ein
Beispiel zu nennen — etwa wissen, was ein p-Wert ist, sondern weil sie sich jahrzehntelang mit der
Problematik, die mit dem Konzept eines p-Werts einhergeht, beschaftigt haben und deshalb besser
verstehen als die meisten, wie problematisch dieses Konzept im Grunde ist. Die Grundlagen der Statistik
besser zu verstehen, soll einen oder eine nicht in die Lage versetzen, wie etwas scheinbar richtig gemacht

wird; vielmehr soll es in die Lage versetzen, an der Diskussion darlber berhaupt teilnehmen zu kénnen.

Naiv war die Idee zu diesem Manuskript deshalb, weil ein Text allein diese Ziele vermutlich
immer verfehlen muss. Statistische Grundlagen besser zu verstehen, ist keine Sache des Lesens, es ist
eine Sache des Denkens, aber auch des Tuns, des mentalen und praktischen Arbeitens mit den Inhalten.
Lesen kann aber einen Anstoll zu diesem aktiven Bearbeiten geben. Und mehr noch: ein Text kann
immerhin ein Gerist, ein bisschen Anleitung bieten, wie man mit bestimmten Inhalten tberhaupt
arbeiten kann. Und diesem Ziel kann ein Text durchaus gerecht werden. Ob dieses Manuskript das tut,

daran habe ich so meine Zweifel. Seine Intention ist es aber immer gewesen.

In der Tat war mein Leitgedanke derjenige, der schon im ersten Kapitel in aller Breite erlautert
worden ist. Eine Person liest sich ein Kapitel dieses Manuskripts durch, wiederholt dabei einige
wesentliche theoretische Konzepte, versucht sich dann an deren Anwendung fiir einige der gegebenen
Ubungsaufgaben, stellt sich in diesem Prozess — wie jede:r Lernende zwangslaufig — neue Fragen, bringt
diese Fragen in die gemeinsamen Lehrveranstaltungsstunden mit, wo wir sie alle diskutieren, uns daran

Uben, dabei lernen, und schlieRlich daran wachsen kdnnen.

Dieser Gedanke ist ebenfalls Uberaus naiv. Denn die viel realistischere Annahme ist, dass
niemand, auRer dem Verfasser selbst wahrscheinlich, freiwillig jemals dieses Manuskript von vorn bis

hinten durchlesen wird, ganz zu schweigen von durcharbeiten. Einzelne Kapitel, vielleicht; wenn man
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es soll. Die Ubungsaufgaben? Wenn es sich vermeiden lasst, eher nicht. Der Realismus dieser Annahme
— der jeder Person, die selbst einmal Studierende gewesen ist, offenkundig sein muss — entbehrt nicht
einer gewissen Ironie. Denn selbst wenn das Einzige, was zur Teilnahme an einer meiner
Lehrveranstaltungen motiviert, deren positiver Abschluss ist, gibt es vermutlich keinen gleichzeitig
bequemeren als auch nitzlicheren Weg zu diesem positiven Abschluss zu kommen als sich regelméafig,
Kapitel fir Kapitel, Woche fur Woche, mit diesem Manuskript zu befassen. Was immer man fiir einen
positiven Abschluss der Lehrveranstaltung benétigt, es steht hier. Und das nicht nur angedeutet, in Form
von Stichworten, auf Vortragsfolien, die mehr durch ihr Design als ihren Inhalt bestechen, nein:

ausformuliert, in ganzen Sétzen, und wichtiger: in von vorn bis hinten durchexerzierten Beispielen.

Ich war selbst einmal Student, bin bis heute einer, habe viele Lehrveranstaltungen besucht, viele
Lehrbicher konsultiert. Die besten Lehrer und Lehrer:innen (sowohl solche, die ich sprechen und
vortragen gehort habe, als auch jene, die ich nur lesend kennengelernt habe) waren mir dabei jene, die
nicht dartiber gesprochen haben, wie ,,etwas* zu machen sei, sondern, die mir gezeigt haben, wie sie
dieses ,,etwas im konkreten Fall machen. Die beste Vorlesung, die ich jemals besucht habe, war in der
Tat eine Vorlesung: ein Philosoph, der aus einem Buch vorlas, und nach einem Absatz oder zwei, das
Buch zur Seite legte und laut Uber das Gelesene nachdachte. In dieser Vorlesung habe ich zwei Dinge
gelernt: Lesen und Denken. Und ich lernte es, weil mir jemand zeigte, wie man das machen kann. Nicht,
wie man es machen soll. Sondern wie jemand mit sehr viel mehr Erfahrung in diesen Dingen das machen

kann (inklusive der Fehler, die dabei passieren, der Irrwege, die dabei eingeschlagen werden kénnen).

Ich bin froh, dass die Intention dieses Manuskripts keine so erhabene war wie die lllustration
des Philosophierens selbst. Aber auch fiir die Anwendung statistischer Verfahren war mir vollig klar,
was mein Manuskript leisten kdnnen sollte: es sollte Personen, die daran — aus welchen Grinden auch
immer — interessiert sind, zeigen, wie man grundlegende statistische Verfahren auf konkrete
Fragestellungen anwenden kann. Das heilit insbesondere, es darf nicht abstrakt bleiben, es muss zeigen,
d.h. konkret machen, Satze ausformulieren, nicht sagen, was — abstrakt — in einem Ergebnisbericht
stehen sollte, sondern konkrete Ergebnisberichte in ganzen Satzen ausformuliert beinhalten, nicht die
Durchfiihrung einer Methode andeuten, sondern an einem konkreten Beispiel vorfiihren, was eine

Methode durchfiihren oder anwenden alles beinhaltet, welche Entscheidungen dabei getroffen werden
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missen — und wie selten diese klar und deutlich sind, vom oft gar nicht so simplen Einlesen eines
Datensatzes bis zur oft alles anderen als eindeutigen Interpretation der Ergebnisse, die einen nicht selten
mit mehr Fragen als Antworten zuriicklasst. Und es muss viele Mdglichkeiten bieten, all das selbst an
weiteren konkreten Fallen ausprobieren zu konnen, fiir die es ebenfalls wenigstens einen gut
ausgeleuchteten, illustrierten Losungsweg bereits gibt, mit dem der eigene am Ende verglichen werden
kann. Denn wie viel durfte ich daraus lernen, weil ich andere dabei beobachten konnte, wie sie an
schwierige, herausfordernde Probleme herangingen (nicht an die einfachen, symmetrischen, die man
gerne in Vorlesungen an der Tafel vorfuhrt)? Alles — wirde ich behaupten, was mir tberhaupt erst die
Mittel an die Hand gab, spater selbst Probleme lI8sen zu kdnnen, fiir die es bis dahin noch keine bekannte
Losung gab. Ohne diese konkreten, leibhaftigen Beispiele ware aus mir kein Forscher geworden; das

heil3t, keiner, der das Gewinnen von Erkenntnis aus dem Unbekannten praktiziert.

Das bedeutete, das Manuskript musste die Anwendung grundlegender statistischer Verfahren in
ihrer ganzen Konkretheit vorzeigen, sie fur den Nachvollzug, das Nach-Denken und Nach-Machen
verfligbar machen, und das in einer Mannigfaltigkeit an Beispielen. Wer diese Beispiele dann
nachverfolgt, nachbearbeitet, und dabei immer wieder tut, was eben jemand tut, der grundlegende
statistische Verfahren anwendet, der oder die wird von Beispiel zu Beispiel vertrauter damit, (bt sich in

diese eigentiimliche Tétigkeit ein, und versteht besser und besser, worin sie eigentlich besteht.

Wie gut es mir gelungen ist, diesen Leitgedanken gerecht zu werden, kdnnen nur jene
Studierenden beurteilen, die sich kiihn daran wagen, ihre Fahigkeiten in der Anwendung grundlegender
statistischer Verfahren durch die Beschaftigung mit diesem Manuskript (hoffentlich zum Positiven) zu
veréndern. Dafir, dass es diese Mdglichkeit nun Uberhaupt geben kann, bin ich umso dankbarer all
diesen, die auszugsweise manche Teile dieses Manuskripts im wahrsten Sinne des Wortes ausprobiert

und erprobt haben, lange bevor es auch nur anndhernd mehr war als ein bloRes Hirngespinst.

Allen voran danke ich daftir Nadine Schmer, die nicht nur einen grofRen Teil des Manuskripts
korrekturgelesen und zahlreiche der Ubungsaufgaben und ihrer Losungen Gberpriift hat, sondern auch
die erste Fassung des zweiten Kapitels verfasst hat. Danach danke ich meinen Studierenden an der

Universitidt Graz aus den Kursen ,,Anwendung statistischer Verfahren am Computer” der Jahrgénge
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2023-2025, ohne die es dieses Manuskript schlichtweg nicht geben wirde. Neben zahlreichen
inhaltlichen Rickmeldungen und Anmerkungen zu Schwierigkeiten und Herausforderungen beim
Lernen statistischer Inhalte im Allgemeinen, aber insbesondere auch bei der Anwendung der im Kurs
verwendeten Software, der von mir angebotenen Hilfestellungen und Erklarungsversuche, oder der
Ubertragung von konzeptuellen Vorlesungsinhalten in konkrete Problemstellungen, waren es vor allem
der beispielhafte Wille sich auch mit schwierigen Inhalten wiederholt auseinanderzusetzen und das
Engagement, die Neugier und die Freude, mit der sie mir in den einzelnen Lehrveranstaltungseinheiten
immer wieder begegnet sind, die mich inspiriert und motiviert haben, mich stets aufs Neue der Arbeit
dieser Niederschrift zuzuwenden. Ich hoffe, dass das auf dieser Grundlage gewachsene Manuskript zur
Lehrveranstaltung nun auch den Studierenden im voraussichtlich letzten Jahr meiner Lehrzeit an dieser
Universitiat dazu dienen kann, nicht nur das Erreichen der konkreten Lernziele, sondern auch das

Verstehen statistischer Konzepte und ihrer Anwendung im Allgemeinen zu erleichtern.

Stefan E. Huber, Graz am 26. April 2025
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